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Dynamic Scheduling of Applications in
Edge Network Infrastructure

Future manufacturing plants will be heavily us- Applications:, 1 |2 3 4 ﬂ@
ing local edge / fog computing infrastructure. |
Such infrastructures need to enable the sched- @Cloud I
uling of applications on lloT devices depending ™ | _____ I

on their resources and Quality of Service (QoS) I

constraints e.g., latency, throughput or energy- I ((‘l’)) Gateway
efficiency. Since scheduling applications and 1 OXXID
satisfying QoS constraints is NP-hard, it can- I /\
not be solved efficiently in polynomial time. For : — Gateway

the optimal scheduling, related work proposed I == ith Resources ==
the use of Integer Linear Programming [1, 2] | & Industrial PC
1

and Dynamic Programming [3] with the draw- » 3 [Bleynanic ...
back of poor scalability (increased time- and / e'SChedU"ng .
resource-consumption). Heuristics like [2, 4]

and meta-heuristics like the genetic algorithm, E] E

particle swarm optimization and ant colony op- '"dustrial PC; Industrial PC

timization approximate the optimal scheduling [ 1 Ja] mee LI

more time-efficiently.

Since the topology and constraints of an lloT network can change over time due to maintenance,
hardware failure, hardware upgrades or expansion, a previously optimal solution may not satisfy
the QoS constraint in the new network and we need to reschedule some or all applications
dynamically at run-time.

The goal of this thesis is to find and implement suitable scheduling approaches for just-in-time
rescheduling of applications in an edge / fog computing infrastructure. Furthermore, the scala-
bility of the implemented approaches should be evaluated against each other with a simulation
(e.g. OMNeT++).

This thesis is done in cooperation with Siemens.

® Find and implement suitable application scheduling algorithms

® Evaluate the performance of different approaches with a simulation and compare the
advantages and disadvantages of each approach
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