® Department of Informatics m
Technical University of Munich

TECHNICAL UNIVERSITY OF MUNICH

DEPARTMENT OF INFORMATICS

MASTER’S THESIS IN INFORMATICS

Performance Analysis of VPN Gateways

Maximilian Pudelko



TECHNICAL UNIVERSITY OF MUNICH

DEPARTMENT OF INFORMATICS

Master’s Thesis in Informatics

Performance Analysis of VPN Gateways

Performanceanalyse von VPN Gateways

Author:
Supervisor:

Advisor:

Date:

Maximilian Pudelko

Prof. Dr.-Ing. Georg Carle
Paul Emmerich, M. Sc.
Sebastian Gallenmiiller, M. Sc.

December 15, 2018



I confirm that this Master’s Thesis is my own work and I have documented all sources

and material used.

Garching, December 15, 2018

Location, Date Signature




ABSTRACT

VPNs play an important role in todays Internet architecture. On the commercial side, they
connect on-premises networks with cloud instances in site-to-site setups or secure the backbone
traffic of mobile cellular broadband towers. But also in private usage VPNs have their place.
Privacy conscious users employ them to protect themselves against abusive ISPs or to prevent
eavesdropping on public WLAN access points.

Network speeds grew much faster than computing power in the last decade, which opens the
question, if todays software VPN solutions are suitable for use in 10 Gbit/s or more networks.
We show that state-of-the-art open-source implementations struggle to process traffic at line rate
in site-to-site setups. With our evaluation we uncover the performance bottlenecks of them.

By developing our own VPN implementations based on DPDK, we show that further improve-
ments are still possible, but require different approaches to efficiently exploit the modern multi-
core CPU architecture. We present a work-sharing pipeline approach, that achieves a reliable
rate of 6.3 Mpps on COTS hardware, outperforming all other implementations.

From the gathered insights we create a performance model for VPN implementations, that
allows prediction of the systems performance by incorporating the individual cost factors of
VPN operations.
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CHAPTER 1

INTRODUCTION & MOTIVATION

Todays world got increasingly more connected over the last decade. With the introduc-
tion of smart phones, nearly everyone has a Internet connected device on their hands
most the time. New paradigms like Internet of Things (IoT) and technologies like the
upcoming 5G standard for mobile cellular communication will only increase the number
of connected devices. The introduction of cloud computing brought additional chal-
lenges. Existing on-premises networks have to be extended and connected to the virtual
cloud networks. For a seamless integration, all major cloud provide IPsec gateways to

create site-to-site VPNs.

Especially these site-to-site use-cases place huge requirements in terms of throughput
on a VPN solution. Our initial research in Section 3 suggest that open-source VPN
implementations are not fast enough to handle multi-gigabit links at line rate on COTS
hardware. Network administrators instead rely on dedicated hardware VPN solutions,

which are often expensive and not auditable from a security standpoint.

1.1 RESEARCH QUESTION

This thesis evaluates the three open-source software VPN solutions IPsec, OpenVPN
and WireGuad available on Linux. With our benchmark suite we determine, if these
VPN implementations are fast enough to be deployed on 10 Gbit/s and 40 Gbit/s links
with COTS hardware. Further, we measure where their performance bottlenecks lie and
why they are not able to handle high loads. These measurements are completed by an

analysis of the source code.



1.1 RESEARCH QUESTION

Next we develop our own VPN implementations to gain further insights on the typical
operation steps of a VPN and to investigate if achieving a higher performance is possible
at all. By using our own bare-bones versions, we reduce external influences and can

measure the performance hazards more accurately.

From the gathered insights we create a performance model to predict the processing
rate of an implementation. The model shows which areas of the VPN operation are the

most resource intensive and how different factors influence the total performance.



CHAPTER 2

TECHNICAL BACKGROUND

This chapter gives technical background information about the function and architec-

tures of VPNs and introduces the necessary concepts from the area of cryptography.

2.1 VIRTUAL PRIVATE NETWORKS

On the most basic level, VPNs virtually connect two or more hosts that reside in different
logical or physical networks, as if they were on the same link or in the same subnet.
To a native application, it should make no difference if it connects to a host over a
VPN or directly. What raises VPNs beyond basic tunnel protocols like L2TP, is the
added privacy to the tunneled data. Through cryptographic constructs it should become
impossible for a third party to read or modify the content of the transmitted messages.

We expand on this aspect in Section 2.2.

VPNs are used to connect otherwise unreachable networks, either because the host
addresses are from un-routable private subnets or some parts of the network are in-
tentionally omitted from public routing for, e.g., security reasons. To transmit these
private packets over real physical links, they have to encapsulated inside new packets
with different outer headers. Especially for VPNs over the public Internet conformance
to the already deployed protocols is mandatory. Which parts of the packet are included
depends on the layer of the OSI model the VPN operates on. Generally there are two
layers where VPN operation is feasible; the Data Link Layer (L2) and the Network Layer
(L3). Which to chose is an architectural decision, that depends on the requirements and

existing network structure. Table 2.1 summarizes the major differences.



2.1 VIRTUAL PRIVATE NETWORKS

Layer 2 Layer 3

+ all L3 protocols are supported - L3 protocols other than IP must be
encapsulated

+ multicast frames - multicast requires special handling

- breaks OSI model + integrates in OSI model

- hosts must be in different subnets be-
cause of routing step

TABLE 2.1: Differences between Layer 2 and Layer 3 VPNs

Apart from the technological decision, there are also structural differences. VPNs can be
employed at different positions in the network, achieving different results with varying
requirements. Generally, there are two options where to run the VPN application, both
depicted in Figure 2.1. The first position is directly on the client, where the VPN will
intercept application traffic before forwarding it to a server, making this a client-server
setup. This requires administrative access to each device that should be secured and is
therefore often done on employee devices in corporate environments. Employees then
can connect to internal databases or websites. The other approach is less intrusive and
much broader in scope. Site-to-site VPNs connect entire networks instead of single
devices. Gateways are placed at the network edges, so they can receive, encrypt and
route traffic that is destined to the respective remote subnet. This solution is employed
to interconnect geographically separate locations or to connect on-premise networks
with the cloud.

Site-to-site setups are more interesting from a performance standpoint, because they
represent choke-points in the network and are subject to much more traffic than a
client-server setup. State-of-art laptops, the usual host of client-server VPNs, are not
even equipped with physical link NICs anymore and rely on slower wireless links with
throughput in 1G range at best. In contrast to server hardware, where 40G and 100G
NICs are no rarity anymore. For these high-throughput requirements there also exist
specialized hardware VPN appliances with dedicated FPGA or ASIC logic modules.
Their high cost and in-auditability make them undesirable to some and creates a niche
for open-source software VPN solutions that run on COTS hardware. Therefore, this
thesis focuses on high-throughput site-to-site setups, realizable with common VPN soft-

ware.



2.2 KEY CONCEPTS OF INFORMATION SECURITY & VPNs
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FiGURE 2.1: Different VPN network architectures

2.2 KEY CONCEPTS OF INFORMATION SECURITY & VPNS

While application of cryptography is not strictly necessary for VPN operation, most
implementations provide means to secure the tunneled packets. Many use-cases involve
the transmission of sensitive information over an insecure channel, thus require one or

more of properties described in this section.

Over the years the cryptographic community developed a set of concepts and require-
ments to measure and compare ciphers, protocols or applications regarding the forms of
information security they provide. In the following we list them and explain how they

are relevant in the context of VPNs.

DATA INTEGRITY

Data integrity describes the property that an unauthorized third-party is not able to
modify a message undetected. This includes malicious as well as accidental modifica-
tions, such as truncation, bit flips or corruption. Depending on the implementation, is

may also allow detection of completely missing or duplicate packets.

In a virtual private network this grantees, that a receiver of a message can either be sure
its content as not been modified in transit or can reliably detect such a modification

and discard the message.



2.2 KEY CONCEPTS OF INFORMATION SECURITY & VPNs

Data integrity can implemented stand-alone with message authentication codes (MAC)
based on keyed hash functions (HMAC) or with asymmetric signatures (RSA-PSS,
ECDSA, ed25519). The sender calculates a tag and attaches it to each messages before
sending it. The receiver can verify the tag by performing the same calculations over the
message’s content and checks if the tags still match. A more modern approach incorpo-
rates data integrity directly with confidentiality in the form of authenticated encryption
(AEAD) ciphers, like AES-GCM or ChaCha20-poly1307.

The techniques up to now covered data integrity on a per message basis, but VPNs
commonly do not only transmit a single message, but a stream of information. De-
pending on the specific upper protocol used, duplicate injection or omission of entire
packets may be detectable by the hosts. TCP keeps a window of already seen and still
missing segments that triggers retransmission after a timeout. UDP on the other hand
does not provide any such guarantees and allows trivial replay attacks. Since VPNs are
often used over insecure channels, some implementations integrate these features on the

protocol level in the form of replay windows and message counters.

CONFIDENTIALITY

Confidentiality protects the plaintext of messages from being read by unauthorized
third parties. Through encryption the message contents are scrambled and ideally
indistinguishable from random data. For VPNs confidentiality allows communication
of sensitive information over a public medium such as the Internet or an open WLAN

access point.

For performance reasons confidentiality is implemented with symmetric ciphers, instead
of asymmetric onces. While each technological field seemingly has its own suite of
ciphers (cf. Kazumi in cellular communication), many of them proved insecure after
detailed cryptographic analysis. Today only a handful of them are generally recom-
mended [48], AES as the most prominent among them. AES comes with hardware
support on many platforms making it a safe and fast choice. Newer ciphers such as
ChaCha20 aim for simplicity in order to reduce the chance of implementation errors
and side-channel attacks, while remaining reasonable fast, even on platforms without

dedicated hardware instructions.

AVAILABILITY

Availability describes the ability of a system to be resistant against service disruption,

even under adverse conditions.



2.2 KEY CONCEPTS OF INFORMATION SECURITY & VPNs

A holistic approach to availability requires more consideration than just the VPN appli-
cation, but there are none the less some aspects where a thoughtful protocol can help.
A VPN should be resistant to simple resource exhaustion attacks, where an attacker
sends a stream of packets to the victim, triggering, e.g., expensive calculations or mem-
ory allocations. One vector would be the initial handshake message, which triggers the
victim to do expensive asymmetric key derivation calculations, in form of curve point
multiplications. This can lead to CPU exhaustion, as the server is completely occupied
with answering faked initiations and is not able to handle real traffic anymore. A possi-
ble countermeasure against this are MAC cookies as part of the handshake when under
load. These prevent attackers from using spoofed IP addresses successfully and then

allows application of classic rate limiting schemes.

NON-REPUDIATION

Non-repudiation in a legal sense will not be reachable with a VPN alone. In VPNs
non-reputation means, that only registered and known entities are participating in the

network and messages can be attributed to a single host.

This can be implemented in various ways. In large-scale enterprise environments certifi-
cates binding public keys to identities together with a public-key infrastructure (PKI)
are common. A more ad-hoc way of doing this is either keeping a list with the pub-
lic key fingerprints of all allowed users on each host, known from SSH or using static

passwords. Both types of manual configuration are done out-of-band.



CHAPTER 3

RELATED WORK

The following section gives an overview about related work in the field of VPN perfor-

mance measurements, Linux network stack analysis and flow classification.

In their extensive report from 2011 Hoekstra and Musulin [27] evaluated the performance
of OpenVPN in gigabit networks, with a focus on bandwidth specific bottlenecks. In
their lab setup the authors tested on two network topologies, of which the client-to-client
setup nearly matches our site-to-site one. Unfortunately they did not state which version
of OpenVPN they benchmarked. Also, the researchers mainly focused on throughput
measurements in terms of Mbit/s instead of million packets per second (Mpps). This
stems from the usage of iperf in TCP mode for packet generation, where the size of send
packets can only influenced indirectly by the MTU and MSS. According to their setup
scripts, they did not set a MSS, in which case iperf defaults to the MTU of the link and
subtracts 40 bytes for the TCP/IP headers [33]. By configuring a link MTU of 1500
bytes, as documented by them, this results in 1460 byte packets during their tests. They
identified the internal fragmentation mechanism to be a bottleneck once the MTU of
the TUN device configured larger than 9000 bytes. By disabling it, they could improve
throughput by around 30% to 80% for AES ciphers and 150% for the Blowfish-128-CBC
cipher. For secure configurations (AES-128-CBC with HMAC-SHA1) they measured a
maximum throughout of around 160 Mbit/s to 270 Mbit/s. By switching to the 256
bit blocksize version of the AES cipher, it decreased to 140 Mbit/s to 210 Mbit/s. An
observation we can confirm in our benchmarks. Performance on 10G networks was not
evaluated because no hardware was available to them. We build upon their research by
testing the same configuration optimizations in our tests and can confirm, that these still
improve performance. As a major difference to their setup we use UDP traffic, which

allows exact control over the packet size. By measuring throughput in both Mpps and



Mbit /s, we show that some bottlenecks occur on a per-packet basis, while others emerge
only at high bandwidths.

In another paper from 2011 Kotuliak et al. [31] compared the throughput and latency of
OpenVPN to IPsec with the help of a program called IxChariot. Their setup consists of
two virtual machines running on top of two Windows Vista PCs. While they acknowl-
edge the fact that VMs introduce an additional overhead through virtualized drivers,
they do not measure or otherwise quantify it. There is also no information on the type,
shape or form of traffic used as a load generator, which makes comparisons with other
results nearly impossible. For OpenVPN configured with an AES cipher, they report
a throughput of 99 Mbit/s at 62% CPU load. IPsec, when used with AES, performs
better at 142 Mbit/s, but also increases the CPU load to 90%.

A more recent comparison from Lackovic et al. [34] also measures the impact of AES-NI
support on encryption speeds. In their benchmarks they find a significant speedup of
40% and 60% for IPsec AES, and a smaller increase for OpenVPN at 10% to 16%. Their
findings about AES-NI show the same trend as other results, but remain a little lower.
Raumer et al. [47] report a 100% to 320% increase for IPsec on Linux, depending on
packet size (0.48 Gbit/s to 0.94 Gbit/s for 64 bytes and 1.33 Gbit/s to 4.32 Gbit/s
for 1462 bytes). Intel [26] even measured a quadrupled rate for the AES-GCM cipher.
Additionally, Lackovic evaluates the scaling opportunities of the VPNs and concludes
that IPsec is more scalable than OpenVPN. They too notice the limitations of the
single-threaded OpenVPN application and work around it, by setting up four instances
in parallel. This increases the processing rate from 400 Mbit/s to 1050 Mbit/s for
packets larger 1400 bytes. We apply the same technique in Section 5.5.4.

Sadok et al. [49] investigated the efficiency of RSS when the traffic only contains a small
number of concurrent flows. Their measurements on a backbone link show a median of
only 4 flows and 14 inside the 99*" percentile in time windows of 150 us. With RSS this
leads to a uneven resource utilization, as only a few cores are handling all traffic. To
check how VPNs handle this, we also include such traffic in our benchmarks. Spayer,
their software solution, relies on the ability of the NIC to deliver flows to specific queues,
as implemented in the Flow Director feature of Intel NICs. Using the pseudo-random
TCP checksum field, they deliver packets uniformly to all cores and only route the ones
modifying the flow state to the associated core. Spayer is limited to TCP traffic due to

concerns about packet reordering in UDP flows.

At the time of writing, there is very little academic research published about WireGuard.
In its initial publication [8], Donenfeld includes a short performance comparison with
IPsec and OpenVPN. In this benchmark WireGuard outperformed both other imple-



mentations and is solely able to saturate the 1G link. Apart from this data point, there

are no extensive performance evaluations published, much less on 10G networks.
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CHAPTER 4

MOONWIRE

This Chapter describes the design and implementation of MoonWire, our VPN sandbox.
It is evaluated among the other VPNs in Chapter 5.

4.1 DESIGN

We wanted a modular, easy-to-change software that allows fast iteration and experi-
mentation. With MoonWire it is possible to rapidly try out different approaches to

specific sub-problems and to observe the performance shifts.

ProTocoL

For the VPN protocol and data framing the WireGuard protocol is chosen due to its
minimal design. Only 3 types of message frames are needed to create a new channel

and exchange data.

MoonWire aims the be compatible with WireGuard, but does not reach this goal in some
aspects. The cookie response mechanism for DoS protection and re-keying timers are not
implemented. WireGuard’s replay window of 2000 slots is sometimes to small to capture
the reordering effects of having independent worker threads. On the measurements this
has no impact, since we record the packet rates on the direct links from and to the DuT,

i.e. only the encrypting VPN gateway, which does not include the decryption step.



4.2 IMPLEMENTATION

SOFTWARE

Previous research [23, 3] and our own measurements in Section 5.3 showed that the net-
work and driver stack of the OS can be a limiting factor due to its generality and some
architectural limitations. To work around this bottleneck and to gain a high config-
urability, MoonWire is based on the user-space packet processing framework DPDK. It
comes with high-performance NIC drivers and an abundance of specialized data struc-
tures for packet processing tasks. Since DPDK applications are written in C/C++, they
require a certain amount of boilerplate code, which can be greatly reduced by using lib-
moon, a high-level Lua wrapper around DPDK [22]. The Lua code is not interpreted,
but just-in-time compiled by the integrated LuaJIT compiler. It is a proven platform
for packet processing related scripts [17, 38] and allows direct access to C ABI functions,
i.e., the DPDK library.

For cryptographic primitives the open-source libsodium library [5] is used. It is a cross-
platform collection of high-security, but none the less fast implementations, provided
behind an easy-to-use, hard-to-get-wrong API and has several benefits over rolling your

own implementations.
The exact versions of all used software is given in Table 5.6.

The complete source code of all variants is available in the lua directory of the master
repository [45]. Wrappers around un-exported static inline functions of DPDK are found

in the src directory.

4.2 IMPLEMENTATION

Since the evaluated state-of-the art VPN solutions made vastly different design choices,
it makes sense to not concentrate on a single implementation. In the following variants
we replicate seen designs with our MoonWire VPN kit and present a new one. Each

variant is explained from the high-level design to the specific implementation details.

4.2.1 LuaJIT OPTIMIZATION FLAGS

While the LuaJIT compiler employs all optimizations by default, it has to choose conser-
vative baseline values that provide good results even on resource restricted platforms.
On high-end x86-64 hardware, more aggressive values can configured to yield better

performance. Table 4.1 shows the parameters where we deviate from the defaults. The

12



4.2 IMPLEMENTATION

Parameter  Value Description

maxrecord 20000 Max. number of recorded IR instructions
maxirconst 20000 Max. number of IR constants of a trace
loopunroll 4000 Max. unroll factor for loop ops in side traces

TABLE 4.1: Used LuaJIT optimization flags

parameters are applied at runtime as part of the source code at the top of each main

Lua script.

The loop-unrolling parameter proved to be the most relevant one. LuaJIT stores com-
piled and optimized chunks of code in form of traces. For nested loops, that generally
occur in code operating on batches, the hotspot selector will only unroll and inline the
inner loop if its iteration count is low. Otherwise an additional trace for the inner loop
will be created. This inner trace then is entered and exited on each loop iteration,
creating runtime overhead. By increasing the loopunroll factor, the heuristics about the
loop iteration count are relaxed, resulting in the unrolling and inline of all inner loops,
thus only a single longer trace. Here the other parameters come into play, by allowing a
trace to be much longer than usual, containing more instructions and resulting in even

less overhead from trace switching.

In some cases this flag combination can improve performance tenfold over the default
values. All parameters have been found through previous experiments and where in-

creased until local maximums were reached.

4.2.2 DETAILS / DATA STRUCTURES

Since the high-level goal of VPNs is the same across the different variants, some algo-

rithms and data structures are shared nearly verbatim between them.

PEER TABLE

To check if an incoming packet is to be processed, some form of lookup data structure
is needed. Depending on the specification of the protocol, different options are possible.
WireGuard identifies interesting packets on the destination IP address, by checking
them against the configured subnets of allowed IPs. IPsec is more complex in this
regard and also allows filters on ports and source addresses. IP address lookup tables
are an extensively studied field [25, 4, 51] with many established high-performance
implementations. For MoonWire we rely on the LPM library of DPDK, which uses the
DIR-24-8 algorithm for its IPv4 table. For the main use-case of this thesis, site-to-site

13



4.2 IMPLEMENTATION

VPNs, this table and its performance is not as important, since it will only contains
a handful of long-term entries to the other gateways. This is also confirmed by our

numerous benchmarks, where table lookups are virtually non-existent, cost-wise.

PEER STATE

The peer state encapsulates all information necessary to send and receive packets from
a remote VPN peer. It must contain the cryptographic key material, the address of
the remote endpoint and the nonce counter. In IPsec this functionality is realized in
security associations (SAs), WireGuard implements this with its wg_peer structure [9].

In Listing 4.1 the minimal version of the peer state in MoonWire is shown.

struct peer_no_lock {
uint8_t rxKey[crypto_aead_chacha20poly1305_IETF_KEYBYTES];
uint8_t txKey[crypto_aead_chacha20poly1305_IETF_KEYBYTES];
uint8_t noncel[crypto_aead_chacha20poly1305_IETF_NPUBBYTES];
uint32_t id;
union ip4_address endpoint;
uint16_t endpoint_port;
/* rte_spinlock_t lock_; */

LISTING 4.1: Definition of the MoonWire peer struct without locks

While the values like the endpoint or keys are set once and then mostly read, the nonce
counter is updated for every packet. For this to be thread-safe with multiple parallel
workers, a lock can be added to the structure. Compared to a global or table-wide lock,

this allows concurrent operation of workers, as long as they access different peer states.

A NOTE ON NONCE HANDLING

Nonce counters used as IVs play an important role in protecting the confidentiality in
symmetric ciphers. In the case of AES-GCM forgery attacks become possible if a nonce
is reused under a given key [14]. The same applies to Bernstein’s ChaCha20 cipher with
Poly1305 as authenticator [37]. NIST mandates, that the probability of this occurring

must be smaller than 2732 in conforming implementations [14].

For uniformly, randomly generated nonces, this probability is a generalized form of the
birthday problem and can be calculated by Equation 4.1, where the nonces are the days
and the packets replace people.

obits )

packets
(Qbits)packets (4'1)

packets! x (

p(packets, bits) = 1 —

14



4.2 IMPLEMENTATION

Calculating binomial coefficients of large numbers is computationally expensive. There-
fore, the above formula can be approximated by the Taylor series expansion of the

exponential function [50], as long as packets < 2"i*:

_ packets x (packets—1)

p(packets, bits) =1 — ¢ 2bits .2 (4.2)

Figures 4.1 (a) and (b) plot Equation 4.2 for a constant packet rate of 1 Mpps and nonces

of 96 and 192 bit size. The horizontal line shows the NIST recommended maximum

risk of 2732, On the x-axes the number of transmitted packets in hours are given. Note

that both axes are logarithmic.

probability probability
10°° 107

1077 1078
10-8 -9 ‘e i
10 collision probability

-9 -10 .
10 ) 10 NIST recomendation
10710 10!

10 10712

. L . . L v hours hours
05 1 5 10 50 100 4x10~13 4x10~14 4%10~15

(a) 96 bit nonce, AES-GCM & ChaCha20 (b) 192 bit nonce, XChaCha20

FI1GURE 4.1: Collision probabilities of randomly generated nonces at 1 Mpps

For 96 bit nonces, like used in AES-GCM (IPsec) and IETF-ChaCha20 (WireGuard),
the threshold is passed in under 2 hours of traffic. This concludes why random generation
of small nonces is not recommended. Instead, it is usual to keep the last number and
increment it with each packet. In multi-threaded implementations this can become a
bottleneck as the nonces are essentially shared state between multiple read-write threads
and have to be synchronized.

A possible solution to this problem could be the usage of ciphers with larger nonces,
such as XChaCha20, which uses 192 bit nonces. The enlarged value range decreases the
probability of collisions over-proportionally, as seen in Figure (b). There it takes over
4 x 10™ hours to reach the same risk level as above. An equivalent of 10 times the age
of the sun, for just 12 byte larger nonces. This would also scale to hypothetical future
traffic flows in terabit range. Table 4.2 lists the times until the NIST recommended
collision risk level is reached for various packet rates. For 1 Tbit/s traffic of 64 byte
packets, XChaCha20 would still be enough for 3.19 x 10! hours.

15



4.2 IMPLEMENTATION

Packet rate  96-bit nonce 192-bit nonce

1x10® 1687 hours 4.75 x 107 hours
1 x 108 1.68 hours 4.75 x 10'* hours
14.88 x 10 6.6 minutes 3.19 x 103 hours
1.488 x 10 4 seconds 3.19 x 10! hours

TABLE 4.2: Time until NIST recommended collision risk level is reached at different packet rates

4.2.3 VARIANT 1 - NAIVE SINGLE INSTANCE

The first variant is based on the design of OpenVPN and conceptually simple. The whole

application consists of a single thread, that completes all tasks of VPN operation.

Peer Table

Peer 1
Peer 2
Peer ...
Peern

2. Lookup

Gateway 1. RX_ ) 3. ) 4. Tx Tunnel
NIC plain Encryption cipher NIC

Packet Buffers

y

FIGURE 4.2: Flowchart of MoonWire Variant 1

In Figure 4.2 the different steps in the continuous main loop of Variant 1 are visualized.
The thread starts by receiving incoming packets from the gateway interface in form of a
batch of rte_pktbufs. Each buffer is validated and the associated peer state is looked
up in the peer table. If there is a running connection, the buffer is extended, encrypted
and new IP headers are inserted. In the last step, all valid packets are sent and the
remaining ones are freed, thus reclaiming their descriptors and memory into the pool of

the gateway.

Due to its single-threaded nature, there is no need for any kind of synchronization on the
peer table or state. This simplifies the state-keeping process greatly and poses the least
requirements on the used data structures. A simple LPM table such as the one provided
by DPDK [42] can be used to implement the peer table. This variant does also no suffer
from averse traffic pattern like single-flow traffic. With only one thread, there are no

benefits in using RSS and multiple queues. Therefore, uneven packet distribution cannot
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4.2 IMPLEMENTATION

occur. On the contrary, such traffic could even be beneficial, since repeated lookups of
the same value utilizes the CPU caches better than different addresses, which generate

repeated cache misses and evictions.

On the downside, this variant shares its drawbacks with OpenVPN. Namely, the to-
tal lack of horizontal scaling. Other cores can only be utilized by spawning multiple

independent instances and fragmenting the routed subnets into smaller chunks.

4.2.4 VARIANT 2 - INDEPENDENT WORKERS

Variant 2 takes the crude scaling attempts necessary for Variant 1 or OpenVPN and

internalizes them. In summary, this version is most similar to IPsec in the Linux kernel.

Peer Table
Peer 1

Peer 2 I~ 2. Lookup & Locking
Peer .. S

Peer n N

~

AN ( 3 )
1. Rx (RSS) plain o L Encryption ,_’ Cipher 4. Tx
s N
Gateway _ . _ 3. . Tunnel
NIC | Pplain " Encryption ™| cipher NIC
s 3 2
plain =\ Encryption | | cipher

Packet Buffers

FIGURE 4.3: Flowchart of MoonWire Variant 2

As seen in Figure 4.3, multiple workers are processing the packets in parallel, each with
its own NIC queues. Each worker still completes the whole loop from reception, en-
cryption to transmission. Incoming packets are distributed to multiple queues on the
hardware level by the NIC through RSS. Since there are multiple threads accessing and
modifying shared data, these accesses have to be synchronized to prevent corruption.
The DPDK LPM lookup table itself is not thread-safe with multiple writers for perfor-
mance reasons, but read-only lookups can be performed concurrently [41]. Fortunately,
changes to the table structure are rare, namely when the VPN configuration is modified,
so this operation is allowed to be more expensive and slow. The peer state, on the other

hand, is written to for every packet when the nonce is incremented. In our implementa-
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tion it is secured by a traditional lock. Special care has to be taken when to acquire and
hold it. In Listing 4.2 the correct strategy as well as a suboptimal placement, is shown.
The incorrect form results from an API limitation, which automatically increments the
nonce as part of the encryption call to minimize programmer errors. While this is less
prone to bugs, it encourages lock function placement right before and after the encrypt
call. This effectively allows only one encryption operation to take place at the same on
the entire system, thus very slow performance. The correct approach recognizes that
only the nonce write (and to some degree the key material read) is critical, while the
actual encryption is not. It therefore acquires the lock, modifies the nonce, makes a copy
of the whole state and releases the lock again. Only then the expensive cryptographic

operations take place.

peer:lock()

sodium.sodium_increment (peer.nonce, NONCE_BYTES)
ffi.copy(tmp_peer, peer[0], ffi.sizeof (tmp_peer))
peer:unlock()

peer:lock() -- incorrect placement
msg.encrypt (buf, tmp_peer.txKey, tmp_peer.nonce, tmp_peer.id)
peer:unlock() -- incorrect placement

LisTING 4.2: Locking the peer struct

There exist many implementations of locks. We take the classic pthread_mutex from
the POSIX threading library and compare it to the rte_spinlock provided by DPDK,
henceforth called Variant 2a and 2b respectively. The POSIX mutex internally relies
on futex API of the kernel and is a general purpose lock. In particular, when waiting
for a lock to be become free, the calling thread is suspended and does not consume
further cycles. Spinlocks, on the other hand, do not relinquish control to the scheduler,
but continuously keep trying. This trades latency for energy efficiency, and leads to a
slightly higher performance, when only a handful of threads are contenting for a lock,

as seen by the spinlock line pattern in Figure 5.27.

4.2.5 VARIANT 3 - WORK PIPELINE

In Variant 3 the best properties of the previous versions are taken, while avoiding their
drawbacks. Variant 1 showed, that not utilizing multiple cores will limit performance
greatly, as operations like encryption, especially of large buffers, inherently require a
lot of processing power. A shared peer state with locks, as implemented in Variant
2, introduces too much per-packet overhead through the synchronizations mechanisms.

Scaling beyond a single-digit number of threads is not possible in our measurements.

Therefore, a hybrid approach in chosen for Variant 3. The peer table and state is still

contained in and maintained by a single thread, therefore lock-free, while the encryption
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FIGURE 4.4: Flowchart of MoonWire Variant 3

stage is parallelized across multiple workers. Instead of handing out mutable peer state
references to the workers, the state is cloned and distributed in a message passing
manner. This shared-nothing approach is conceptually similar to the design philosophies
in Erlang [56] or the Message Passing Interface (MPI) library [44].

Figure 4.4 visualizes the complete setup. After a batch of packets has been received by
the Rx worker, the lookup worker fetches the applicable state to a packet buffer, as it is
done in Variant 1. It then increments the nonce counter, clones the entire state with all
keys and endpoint information into a separate empty buffer, and attaches this buffer to
the packet buffer. The rte_membuf struct includes a member field called udata64 for this
purpose. The parallel workers now find all information needed for encryption contained
in the packet buffer and do not have to updated any shared state. Since this crypto-
args buffer is separate allocated memory, it has to be reclaimed after use. Traditional
memory management with malloc()/free() is too slow to be used in the data path a
million times per second concurrently [19, 40]. Therefore, it is implemented the same
way as the packet buffers; as fixed-sized, memory-pooled data buffers. DPDK also
exposes the specialized packet buffer memory pools as plain rte_mempools without the
network packet specific customization, so we use them here. These plain memory pools
are untyped and are not aware of the stored data, apart from the size of each element.
Only the semantics of the user code give the returned void#* pointers their meaning.
Listing 4.3 shows the definition of the message struct, which we construct inside the
buffers. Note, that the peer struct is fully embedded and not merely referenced. We also

include a pointer back to the owning memory pool. This information is needed for the
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free operation, to put a buffer back in the correct pool. A pedantic reader could argue,
that this information is redundant, as we only have one memory pool and could pass
this pointer to the workers out-of-band once. We argue, that this is a worthy trade-off.
Firstly, this pointer is only set once at pool initialization and then is never changed,
since buffers do not migrate between pools. Secondly, this allows extension to multiple

pools in the future, i.e., one per NUMA domain.

struct work {
struct peer_no_lock peer;
struct rte_mempool* pool;

};

LisTING 4.3: Definition of the message structure attached to packet buffers

Packet distribution between the stages happen through DPDK rte_rings; lock-free,
FIFO, high performance queues with batched functions to reduce overhead. The step
from the lookup to the encryption workers could be solved by having one MPMC queue,
but this introduces more shared state than multiple SPSC queues. For one, SPSC se-
mantics allow DPDK to use more relaxed and faster enqueue/dequeue functions without
an atomic CMP-XCHG loop [43]. It also reduces false sharing cache evictions caused
by dequeues from other workers. Overall this trades memory usage for performance.
Distribution over the workers happens in a round-robin fashion to ensure equal load

among them.

In a previous version the Rx and the Lookup worker where unified into one. But as
shown in Figure 5.32, there is a significant amount of time spend for state cloning. To
speed this process up, packet reception has been factored out in the final design to give

this task as much processing power as possible.

BACK-PRESSURE IN PIPELINES

In contrast to the single-stage setups in Variant 1 and 2 where each step is completed
before the next is taken, Variant 3 decouples these from each other. Therefore, it is
now possible to, e.g., receive more packets than what can be encrypted. Noticing and
propagating this information backwards is necessary to govern the input stages, prevent
wasting of resources and reduce overload [32]. In our design this is done implicitly over
the queues connecting the stages. If a queue is full, no further entries can be added and
the enqueue call fails. The caller then only has to notice this and clock itself down a
little bit. Listing 4.4 shows the regulation mechanism in the Rx worker. If passing the
packets to the next stage fails, a counter in increased and this workers suspends itself

for fails? microseconds. This repeats itself with exponentially increasing back-off timers
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4.2 IMPLEMENTATION

until the following stage accepts packets again. The 802.11 standard for wireless cards

specifies a similar behavior [28] to deal with collisions.

The benefits of using back-pressure are twofold. For one, it reduces energy usage by
not wasting cycles on operations which results will be thrown away anyway. Secondly,
it simplifies our analysis by making it easy to spot the bottlenecks in the pipeline. A
stage running at 100% load, while its input stage is not fully utilized, is likely to be the

constraining factor.

local fails = 0
while 1lm.running() do

local rx = gwDevQueue:tryRecv(bufs, 1000 * 1000) -- 1 ms
if rx > 0 then
local suc = outputRing:sendN(bufs, rx)

if not suc then
bufs:free(rx)

fails = fails + 1

lm.sleepMicros(fails * fails) -- exponential backoff
else

fails = 0
end

end
end

LISTING 4.4: Self-regulating Rx worker
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CHAPTER 5

EVALUATION

This chapter evaluates the presented VPN implementations. The sections about the
individual implementations are structured similarly. First we give background informa-
tion about the test setup and protocols . Then we list how the applications are setup
for the benchmarks and what configurations we tested. If changes to the test setup were
necessary, these are also described there. Lastly follows the presentations of the results

and a detailed analysis of the bottlenecks we could identify.

All setup and benchmark scripts can be found in the benchmarks directory of the main

repository [45].

5.1 TESTBED HARD- AND SOFTWARE

TESTBED

All benchmarks are performed inside a separate testbed on dedicated hardware. We use
a standard Ubuntu 16.04 live image with Linux kernel version 4.4.0-109. This version
does not yet include the patches to Spectre, Meltdown et al., so the measured rates
might be lower compared to future versions. The Intel Turbo Boost feature of the
CPUs has been disabled, so that the clock rates remain within their nominal range and

the results are more consistent. In Table 5.1 the exact specifications are listed.

Figure 5.1 shows the wiring between the load generating host and the DuT.



5.2 TRAFFIC CHARACTERISTICS

Load generator DuT
CPU Intel Xeon E5-2620 v3 Intel Xeon CPU E5-2630 v4
RAM 32 GiB 128 GiB
NICs 4x Intel XL710 4x Intel XL710
OS Ubuntu 16.04 Linux 4.4.0-109

TABLE 5.1: Testbed hardware

Load Generator 10.0.0.0/16  10.1.0.2 DuT
XL710 *

Libmoon VPN
script (encryption)

10.0.0.1 10.1.0.1

FIGURE 5.1: Testbed wiring

LoAaD GENERATOR

To generate the required traffic we wrote a Lua script based on the libmoon toolkit [15].
Compared to tools like iperf, this gives us much more control about timings, the exact
data send, while also being much more performant [17]. By bypassing the kernel network
stack, we can generate any kind or pattern of traffic, without being restricted by security
measures or configuration limitations. E.g. it is possible to generate traffic originating
from an entire subnet with a single NIC, without having to set any IP address on the
interface. Also it allows the usage of precise rate limits, a topic traditional user-space

tools struggle with, as show by [16].

The load generator customizes the packets IP addresses and sends them to the DuT.
The DuT is configured to encrypt and forward all incoming packets back. On the load
generator both the outgoing and the incoming packet rates are recorded by the packet

counters in the NICs.

5.2 TRAFFIC CHARACTERISTICS

Figure 5.2 shows the architecture, which we want to emulate. It is not necessary to
replicate it in detail, as the hosts can easily emulated by generating traffic from and
to multiple IP addresses on the load generator. We are interested in the gateways

performance, therefore gateway 1 is our DuT.
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FIGURE 5.2: Overview of a Site-to-Site VPN Setup

NUMBER OF FLOWS

A flow is usually classified by a 5-Tuple of L2 source and destination address, L3 protocol
and L3 source and destination ports. By variating the number of used IP source and
destination addresses, we can control the number of flows in the traffic and therefore
the number of end hosts we want to emulate. We found that not all NICs can perform
RSS on L3 field information or do so by default. Therefore we only use the 1.2 addresses

to differentiate flows.

ProTOCOLS

UDP on top of IPv4 is the protocol of choice since it is stateless and does not depend
on feedback or acknowledgments from the other side. It also does not exhibit many
side effects TCP has. Correctly benchmarking TCP connections can be difficult and
error prone, as TCP has a complicated internal state machine with many configurable
variables. It is out of the scope of this thesis to cover the complex interplay of the link
MTU, TCP window & maximum segment sizes (MSS) and scaling algorithms like reno

or cubic.

PACKET RATE

The packet rate describes how many packets per second are processed, often given in
Mpps. In our benchmark setup we can set a given input rate to the DuT and observe
the output rate of the processed packets. By increasing the input rate we get a complete

picture of how the device behaves under different load conditions.

Programs seldom scale linearly with the offered load, but exhibit different pattern over
the load range. At lower loads a device can handle the all packets, which results in the

output rate being equal to the input rate and a resource utilization lower than 100%.
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At a certain point this changes as the device enters the overload phase and has to drop
packets. This does not mean that all resources of the device are fully utilized, but

merely that a particular piece has become the bottleneck.

RATE CONTROL METHODS

Packet rate alone does not sufficiently define the traffic pattern. A given target load
can be generated by different load-generator methods that, while all delivering the same
amount of packets, look different. Emmerich et al. [18] showed that micro-bursts can
have a measurable impact on the DuT. In their tests a Linux Open vSwitch router
exhibited a lower interrupt rate for burst-y traffic than for constant-bitrate (CBR)
traffic.

To verify that the type for traffic does not overly impact performance of the VPNs, we
subjected the DuT to the different rate-limiting methods available in libmoon. With
preliminary tests found that for our high throughput application, the method has no
impact on processing rate. Unless one is doing latency measurements with nanosecond

resolution, this not of concern.

Since the hardware based rate-liming mechanism are more flexible in usage regarding

multiple threads, all other benchmarks are performed with them and in open-loop.

PACKET SI1ZE

Packet size is an important factor in measurements, as clever variation of the sizes
allows to gain insights about the inner working of the device under test. This is possible
by splitting the costs of handling a packet into two categories. The static costs are
independent of packets sizes and always occur equally. Things like routing lookups and
counters fall into this category: Resolving the destination interface for an IP packet
does not depend on the payload if it. The variable costs on the other hand are heavily
influenced by the size and scale accordingly. Encryption or decryption only happens to
the degree of the bytes there to handle.

5.3 DBASELINE: LINUX NETWORK STACK & ROUTER

With the exception of MoonWire, all three tested VPNs rely on the kernel network stack
for low-level functionality. This includes the handing of drivers, operating the hardware,

parsing protocols such as TCP, UDP, IP, queuing and routing of packets.
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In benchmarks the costs of passing a packet through the network stack is sometimes
not separable from the costs of the application. To classify the performance of the
VPNs more accurately, we need some form of baseline performance to determine if a
bottleneck is caused by the application or roots in the Linux network stack. Therefore

we also measure the performance of it directly.

While others already published performance measurements for Linux, we want compara-
ble values by testing the router and the VPNs against exactly the same traffic patterns,

on the same hosts and on the same network equipment.

5.3.1 FORWARDING PERFORMANCE

Routing is a fundamental operation in a L3 VPN and often offloaded to the kernel.
Before a packet is given to an application by, e.g, virtual interfaces, the kernel first
validates its fields and decides if it is should be further processed. After processing
by the application the encrypted packet is given pack to the Linux kernel, where its

destination has to be looked up before it is sent out.

For the following benchmark we configured one manual route on the DuT, so that it
forwards the packets back to the load generator. Including the default gateway to the

management host and link scope routes, the main routing table contained six routes.
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FIGURE 5.3: Linux router forwarding rates with different packet sizes and varying number of flows
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Figure 5.3 shows the measured rates of the Linux router with traffic of fixed sized packets
and a varying number of flows. The dotted line marks the ideal case; each incoming
packet is forwarded. The x-axes display the applied load to the DuT, while the left and

right y-axes measure the traffic, that was received back on the load generator.

It can be seen that the kind of traffic has an measurable impact on the routing level
already: traffic consisting of just one or a little number of flows is not as easily processed
as traffic with many flows. For a single flow of 64 bytes the forwarding rate is at best
1.006 Mpps, while with 1024 flows it increases steadily to around 21.3 Mpps. Although
the forwarding rates plateau at a certain level, they do not decrease after that. This
means this system is not susceptible to a trivial DoS attack where an attacker just sends

millions of packets to lower performance for everyone else disproportionally.

The influence of the packet size is twofold. On the one hand it does not decrease the
rate of which packets are processed. Traffic of four flows always peaks at 4 Mpps. On
the other hand it naturally increases the throughput in terms of bytes per second. A
link bandwidth of 40 Gbit/s can be reached with 512 byte packets and 64 flows.

This is somewhat expected for a router, as it only looks at the first few bytes in the
Ethernet and IP header of a packet to make its routing decision. Figure 5.4 fortifies

this observation.

Overall it can be said that the Linux network stack is able to handle 10G links, if either
the packets are not very small or a sufficient number of flows run in parallel on large
CPUs.

5.3.2 PACKET DISTRIBUTION

The first step to investigate the slow forwarding performance with traffic consisting of
few flows is to look at the CPU utilization of the DuT. This can be done with the perf
toolset which includes a sampling profiler. By comparing the values read from the CPU
internal performance & cycle counters to the clock rate of the CPU, we can calculate

the relative utilization of each core:

recorded cycles " 1
runtime CPU clock rate

= CPU utilization (5.1)
Figures 5.5 (a) to (d) show heatmaps of the CPU utilization per core for the different

traffic pattern. The snapshots are taken at peak forwarding rate for the respective kind
of traffic.
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FIGURE 5.4: Cycle spend for Linux routing & forwarding

For the single-flow traffic it can be seen that only one core, in this case CPU 4, is
actually processing incoming packets, while the others are effectively idle. This explains
the much lower forwarding rate compared to the other traffic, one core can simply not
keep up with the amount of packets. Compared to traffic with, e.g. 256 flows, the trend
line becomes clear. More parallel flows result in a more distributed load, as seen in
Figure (d), where all cores are utilized to some degree and a much higher forwarding

rate can be achieved.

NICs uses a hash function over the packet headers to distribute incoming packets to the
Rx-queues in a technique called receive-side scaling (RSS). If each header contains the
same values, as it is the case for single-flow traffic, all packets end up in the same queue,
negating any possible scaling effects. This is further worsened by the default config-
uration of how the queues are serviced by the CPUs. On symmetric multi-processor
(SMP) systems the kernel configures as many queues as there are CPU cores and binds

them 1:1. Each core then only receives interrupts for exactly one Rx-queue. The bind-
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FIGURE 5.5: CPU utilization of the Linux router during peak load

ing, called IRQ-affinity, can be checked and configured via the sysfs pseudo filesystem

under /proc/irq and /proc/interrupts.

ALTERNATIVE IRQ/QUEUE CONFIGURATIONS

Apart from the default 1:1 mapping, there exist other possible configurations. Generally,
there is advise against delivering one interrupt to multiple CPUs as it can decrease
performance due to caching effects. However, in the case of single-flow traffic a round-
robin distribution over multiple cores could still have a net benefit. Listing 5.1 shows
how to configure a single rx-queue that delivers interrupts to the CPUs 0 to 7. On our
testbed hardware this did not work, as the NIC still delivered interrupts to the first

CPU of the affinity list only.

ethtool -L ethO combined 1;
echo 0-7 > /proc/irq/124/smp_affinity_list

LisTING 5.1: Commands to configure a single RXTX queue and bind it to multiple cores

Another approach is to reduce the number of queues, with the goal to improve efficiency.

In Section 5.3.3 we try this approach and show, that it can reduce lock contention.

5.3.3 SOURCE CODE ANALYSIS: SPINLOCKS

We also record which tasks the CPUs perform to see where the cycles are spend. Ta-
ble 5.2 displays the detailed workload grouped into major categories. In cases of uneven

load distribution we pick a core with a high load.
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Percentage Symbol

19.39% [k] _raw_spin_lock
10.07% [k] fib_ table lookup

5.73%  [k] i40e_lan_ xmit_ frame
5.16%  [k] i40e_napi_poll

4.02% [k] ip_finish_ output2

2.75% [k] ip_route_input_ noref
2.66% [k] _ slab_free

2.43% [k] _ build skb

2.26% [k] __ netif receive skb_ core
2.19%  [k] kmem__cache_ alloc

TABLE 5.2: Top 10 most cycle consuming functions in Linux router with 4 queues

SPINLOCK IN TX PATH

We found multiple spinlocks in the send path that have to be taken. Inside the queue
discipline (qdisc) code paths, there is a per queue lock, that has to be taken for every
skb sent [55]. This presents an obvious bottleneck, so there also have been previous

efforts to reduce lock contention [13].

We have found though profiling, that a large portion of the time is spend in synchroniza-
tion functions. Synchronization often behaves differently depending on the number of
participants. E.g., the performance of a mutex scales inversely with number of threads
competing for it To get a better understanding of this area, we measure the cycles spend
synchronizing while controlling the number of cores active. One could craft sophisti-
cated traffic with flows that would exactly utilize the wanted cores, but this is unreliable
and rather complicated. It is easier to configure the number of RX queues of the NIC
directly. On Linux this can be done with ethtool:

ethtool -L ethO combined 8

LIsTING 5.2: Command to configure 8 RXTX queues on a NIC

Further, traffic with many flows should be used so that all queues get equally utilized

and uneven load does not occur.

In Figure 5.6 it can be seen that the synchronization share indeed increases with the
number of queues, and therefore cores, active. This also explains the less-than-linear
scaling effect when adding more queues. Time spend in spinlocks is not used to process

packets, thus leading to a lower per-core forwarding rate with more cores.

Overall the performance of the Linux kernel is comparably good. A 10 Gbit link filled

with minimally sized packets can be fully handled, as long as it does contain around
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FIGURE 5.6: CPU cycles spend in Linux router with 64 byte and 1514 byte packets

64 concurrent flows. One should keep in mind, that these benchmarks are not fully
illustrative of the capabilities of Linux as a router, but only serve as a baseline for our
other measurements. A real world router has large routing tables and many NICs, while

our setup only consists of two subnets and two NICs.

5.4 IPSEC

IPsec is an IETF standard for network layer security in IP networks. It is engineered to
academic perfection, follows a layered approach and solves key exchange by a completely
separate protocol. Due to its inherent complexity, it is non-trivial to setup and run

correctly.

As part of this Thesis we evaluate the IPsec implementation of the Linux kernel. Only
the encryption is studied, as the key exchange mechanism is not relevant in throughput
evaluations. They can have an impact on the latency of the initial packet, but do later
only run as part of re-keying operations. Therefore, we refrain from using a complete
IPsec software suite like strongSwan, and configured the devices directly with static
keys using the iproute2 tools. We chose ESP tunnel mode with the RFC4106 AES-
GCM symmetric cipher, which is an AEAD cipher. An security policy (SP) has to be
configured on the DuT. Listing 5.3 shows the command.

ip xfrm policy add \
dir out \
src 10.0.0.0/16 dst 10.2.0.0/16 \
tmpl src 10.1.0.1 dst 10.1.0.2 \
proto esp mode tunnel

LISTING 5.3: iproute2 command to create a SP on the gateway host

IPsec encryption is performed in the transform (xfrm) layer of the Linux network stack.

It runs as part of the software interrupt handler in ksoftirqd threads. These threads
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run on the same core, where the original hardware interrupt arrived. This means that

packet encryption happens on the same core, to which the packet got delivered.

Figure 5.7 show the measured forwarding rates for IPsec. For single-flow traffic we see
the same drawback a in the baseline measurements. All packets get delivered to a single
core, overloading it. For more flows the rate increases up to a hard limit of 2 Mpps. In

the Section 5.7.1 we analyze the source code for possible bottlenecks.
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FIGURE 5.7: Processing rates of [Psec with 64 byte packets

5.4.1 SCALING THROUGH MULTIPLE SECURITY ASSOCIATIONS

With profiling we found, that a lot of time is spend synchronizing access to data struc-
tures. One such data structure is the IPsec security association (SA) which defines how
a packet should be handled. In the Linux kernel a SA is represented by the struct
xfrm_state [52]. Among other configuration it contains the replay protection informa-

tion and a spinlock to synchronize access.

To enable the detection of duplicate packets on the receiving side, each processed packet
gets an incrementing sequence number, which is stored in the I[Psec AH header. Since
multiple CPUs can process packets governed by the same SA in parallel, each CPU first
has to acquire the spinlock to the xfrm_state before it can modify it. This happens in
the xfrm_output_one () function [53], which in turn calls the xfrm_replay_overflow()
function [54] to read and increment the current output sequence number (replay.oseq).
In summary this means, that with only a single SA a de-facto global spinlock has to
be acquired and released for each packet, contributing to the slow forwarding rates

compared to the baseline measurement.

To distribute this contention over multiple locks, additional SAs can be set up. Each SA
then only handles a small subset of the traffic by restricting it to, e.g., a single source
IP address, as show in line 6 of Listing 5.4.
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for SUBNET in $(seq 2 1 33)

do
ip xfrm state add \
src 10.1.0.1 dst 10.1.0.2 \
proto esp spi Ox$SUBNET mode tunnel aead "rfc4106(gcm(aes))" 0x77... 128 \
sel src 10.0.0.$SUBNET/32
done

LISTING 5.4: iproute2 command to create 32 SAs
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FIGURE 5.8: IPsec forwarding rate with configuration 1, 64 byte packets and multiple SAs

Figure 5.8 shows the results of this optimization. For the first three added SAs we see
a linear increase of the forwarding rate to 3 Gbit/s. After that point, each SA adds
marginally less up the highest measured rate of 5.27 Mpps and 2.7 Gbit/s. This sub-
linear growth shows, that there are other bottlenecks in the send path, which do not

get optimized by this distribution scheme.

5.5 OPENVPN

OpenVPN is a cross-platform, open-source VPN suite [29]. It defines its own protocol,
wire format and includes a multiplexing layer. Its core components are the same across
the supported platforms, only the networking layer is adapted to the specific operat-
ing system. On Linux the socket API and virtual TUN/TAP devices are used. This
approach allows operation as a purely user-space process, without the need for kernel

modules or custom drivers.

OpenVPN is very modular and adaptable to the situation at hand. Both TCP and UDP
can be used as transport protocol. Through configuration files most operational aspects
can be modified. Encryption, authentication or replay protection can be selectively
switched off.
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# Cipher Auth Replay Protection
1 AES-256-CBC HMAC-SHA256 yes
2 AES-128-CBC HMAC-SHA256 yes
3 AES-128-CBC none yes
4 none none no

TABLE 5.3: Tested OpenVPN configurations

The cryptographic primitives are provided externally be the OpenSSL library, on which
OpenVPN has a runtime dependency in form of a shared library. Due to the lack of
a cross-platform interface for threads, OpenVPN historically is single-threaded. 1/0 is

multiplexed with the operating system’s native mechanism like poll, select or kqueues.

5.5.1 TESTED CONFIGURATION

The only OpenVPN binary supplied by the distributions package manager is an opti-
mized build without debugging symbols. To get more detailed stack traces and resolved
function names in our measurements, we build our own binary with the flags shown
in Line 19 of Listing 5.5. The remaining preparation steps for the DuT are also given
there. In a preliminary test between the distributed and our version, we could not find
a performance difference. The OpenVPN version build is 2.4.6 with OpenSSL 1.0.2g as
backend.

We configured OpenVPN in L3 tunnel mode with TUN devices, since this implements
our site-to-site scenario. Following common practice, packets are delivered over UDP,
because it is faster than TCP and avoids problems with window sizes and packet re-

ordering. The exact configuration can be found in Listing 5.6.

For the cryptographic parameters we choose ciphers that match the ones used in IPsec
and WireGuard most closely. ChaCha20 or AES-GCM is not available, therefore AES-
CBC takes their place. While OpnVPN supports a much greater number of ciphers and
digest algorithms, most of them are broken or deemed insecure [21] and are not further
considered. The high configurability of OpenVPN allows selective application of encryp-
tion, authentication and even replay protection. In Table 5.3 all tested combinations

are listed.

5.5.2 RESULTS AND ANALYSIS

Figures 5.9 (a) to (d) show how OpenVPN setup 1 behaves under an increasing load of

packets with fixed size. Each graph contains the results for a specific packet size and
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1 echo 1 > /sys/devices/system/cpu/intel_pstate/no_turbo
2 IFl1=ens3f0

3 IF2=ens4f0

4 ip addr flush dev $IF1

5 ip addr flush dev $IF2

6 ip

a add 10.0.0.1/16 dev $IF1
7 ip a add 10.1.0.1/24 dev $IF2
& ip 1 set mtu 1600 dev $IF1
9 ip 1 set mtu 1600 dev $IF2
10 ip 1 set up dev $IF1

11 ip 1 set up dev $IF2
12 sysctl -w net.ipv4.ip_forward=1
13 arp -s 10.1.0.2 68:05:CA:32:44:98

15 # build openvpn, debug and clean version

16 wget https://swupdate.openvpn.org/community/releases/openvpn-2.4.6.tar.gz

17 tar -xf openvpn-2.4.6.tar.gz

18 «cd openvpn-2.4.6

19 ./configure --disable-ssl --disable-1lzo --disable-plugin-auth-pam CFLAGS=’-g -02 -fno-omit-frame-point
20 make -j && make install

2
22 cat << EOF > ~/static.key
23 ----- BEGIN OpenVPN Static key V1-----
24 69fb86b7243dc8ce3d6647d3dcbc1026
25 ...
26 ----- END OpenVPN Static key Vi-----
27 EOF
LisTING 5.5: DuT peraration steps for OpenVPN

1 openvpn --verb 3 \

2 --dev tun --proto udp \

3 --local 10.1.0.1 --remote 10.1.0.2 \

4 --route 10.2.0.0 255.255.0.0 --ifconfig 192.168.0.1 192.168.0.2 \
5

--cipher AES-256-CBC --auth SHA256 --secret /etc/openvpn/static.key

LIsTING 5.6: OpenVPN command for setup 1 on the DuT
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different number of flows. The bottom and top x-axes show the offered load in Mpps

and Mbit /s respectively, while left and right y-axes show the processed load.
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FIGURE 5.9: Forwarding performance of OpenVPN setup 1 with different packet sizes

Firstly, it is evident, that the forwarded rate is not very high independent of the kind
of offered traffic. It is highest for 64 byte packets at 0.XX Mpps

Another point worth noting is, that the number of flows in the traffic only has a small
impact on the performance of OpenVPN. The rates vary very little at a given load and
follow the same trend as the load increases. This seems different from what we observed
in the baseline benchmark, but can be explained by the low amount of packets per
second. The Linux router starts dropping packets at 1.06 Mpps for single-flow traffic,
while OpenVPN generally processes only a fraction of this. This rules out the router as
a limiting factor. If it were, the rates for 256 and 1024 flows should be higher.

Lastly, we found a repeating pattern that is independent of the packet sizes but only
occurs with a high number of flows. From 0 Mpps to 0.12 Mpps the application processes
each packet without dropping any. After that it can not keep up with the demand and
stays nearly stable up to around 0.5 Mpps load. Then it breaks in drastically and
stops forwarding at 1 Mpps load. This can be explained by looking at the DuT’s CPU
utilization at a per-CPU level during the runs. In the heatmap in Figure 5.10 this is
visualized through the shading of each field. The higher the load on a core was, the more
intense it is colored. For one flow we see two utilized cores, one doing the network stack

operations as in the baseline benchmark and one core for the single-thread OpenVPN
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process, as expected. But as the number of flows increases, more cores start serving
NIC queues and the OS is pressured to find a free CPU for the OpenVPN user-space
application. The Linux scheduler by default prioritizes user-space processes lower than
IRQ handlers, therefore it will not schedule the VPN process under overload, resulting in
the observed 0 Mpps processing rate. In the next paragraph we expand on the drawbacks

that user-space applications face, compared to native kernel code or modules.
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FIGURE 5.10: CPU utilization of the DuT with setup 1 during 1000 Mbit/s load

CYCLE ANALYSIS
Next we analyze the efficiency of OpenVPN by calculating various relative metrics.

From our previous benchmarks we gather, that the impact of the number of flows is
minimal for OpenVPN, as its processing rates are orders or magnitudes lower than what
a Linux router can handle. To prevent negative interference from the IRQ handler we
use single-flow traffic as the load, which is received on a single Rx queue on the DuT.
To be able to make the most accurate attribution of CPU cycles, we also bind the
OpenVPN process to a fixed core, so that is not accidentally scheduled on the same core
the interrupts are handled. For cycle measurements it is ideal if the applied load is just
right, so that the DuT achieves its maximum processing rate, but is not yet overloaded.

Since this rate is dependent on the packet size, we determined it for each setting.

Figure 5.11 (a) shows the cycles spend in total per packet processed. Firstly, it can
be seen that the costs of OpenVPN absolutely dwarfs the overhead incurred by the
underlying network stack, which is nearly constant at 140 - 170 cycles per packet. This
again confirms our assessment, that the bottleneck of OpenVPN does not lie within the

Linux network or driver stack. Choosing the AES-256 cipher (setup 1) with a larger
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FI1GURE 5.11: Number of CPU cycles spend by OpenVPN under peak load

block size compared to AES-128 (setup 2), incurs a measurable overhead of 1.5% to 8%.
The overhead is smallest for 64 byte packets (4212 cycles) and increases with packet size
(42780 cycles for 1514 byte). A much bigger impact has the data integrity mechanism.
Disabling HMAC-SHA256 signatures reduces the costs by ~40%. This rather large
value can be explained by the way OpenVPN calculates the signature: it is essentially

a second, separate pass over the encrypted payload and not generated on-the-fly [30].

Setup 4 has the most distinct curve, as the costs per packet do not increase with larger

packet sizes, but remain constant. This can be attributed to the configuration of the
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Percentage Symbol

11.60% [k] entry SYSCALL 64 fastpath
10.37% [k] entry SYSCALL 64

4.65% [k] _raw_spin lock
3.95% [k] do_sys_poll
3.37% [k] _raw_spin_lock irqsave

2.31% [k] tun_chr poll

2.26% [k] fib_table lookup
2.05% [k
1.89% [k

~lock_text start

]

]

] d

]

2.90% [k] copy_user_ generic_unrolled
]

]

]

] __ fget_light

TABLE 5.4: Top 10 most run functions in OpenVPN setup 4

setup, which does neither encrypt data, nor does it generate signatures. With this
work minimizing setting, the static overhead of handling a packet in OpenVPN has
been found at 8500 cycles per packet. Unless this overhead cannot be reduced, the
maximum processing rate lies at #ﬁﬁi}s = 0.26 Mpps on the tested hardware. In
Paragraph 5.5.2 we further analyze this overhead.

Figures 5.11 (b) and (c) give more insight on the dynamic processing costs. In (b)
the required cycles per byte of packet data, depending on the total packet length, are
displayed. The sharp decrease at 128 and 256 bytes explains, why OpenVPN is only
able to achieve high throughput at large packet sizes. Figure (c) refines this metric by
subtracting the static per-packet overhead and by ignoring the Ethernet header fields
in the payload calculation. In a L3 VPN they do not get encrypted. The resulting
values represent the costs of the cryptographic operations per by byte of data. It can
be seen, that these are still comparatively huge for small data chunks at 60 to 100
cycles/byte, but amortize with larger buffers to under 20 cycles/byte. Compared to
other benchmarks and implementations this is a silgthly high value [2], but confirms
that the encryption is not the main bottleneck of OpenVPN; at least not a larger packet

sizes.

DRAWBACKS OF RUNNING IN USER-SPACE

OpenVPN enjoys higher portability across operation systems by completely running in
user-space, as opposed to direct kernel integration like I[Psec. There are however, some

drawbacks that come with this architectural decision.
Switching from user-mode to kernel-mode

OpenVPN receives and sends its data via the UNIX socket API, as it has no low-level

access to drivers from user-space. The API is implemented as system calls (syscalls),
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where the privilege level is temporarily bumped to kernel-mode and kernel functions
are run. Upon entry of such a syscall, the validity of the parameters have to be checked
and the CPU registers of the calling process are saved. This separation is important for
security, but incurs an overhead if system functions are frequently used. In Table 5.4
we can see, that in fact 13% of the processing time is spend in the entry functions
entry_SYSCALL_64_fastpath and entry_SYSCALL_64. Following the call chain, we
found that these come from calls to read (), sendto() and poll().

Cost of Address-Space Separation

Another overhead comes from the way sockets are implemented on Linux. Upon a
send () syscall the data is not immediately given to a NIC and send out on the wire. To
gain optimizations from batching and reduce interrupt rates, the data is first gathered
in the sockets send buffer and processed by the kernel later at an opportune moment.

Figure 5.12 visualizes this concept.

________________________________

\

Kernel-space

1 1

Userspace ' Socket !
App ! |

1

1 . . 1

send() ! Send Buffer 14@e_xmit Q NI !

[nlelaf2]o —{n e[ ] :
\ /

\ 7/

FIGURE 5.12: Socket send buffers on Linux

Since the API specifies that a user-supplied buffer can be reused after a successful
send () call, the data actually has to be copied into the socket’s buffer. The converse is
true for received data, which is copied from driver memory into the user address space.
The costs of this memory copying manifests in the entry copy_user_generic_unrolled

of the performance measurement shown in Table 5.4, where 2.9% of the cycles are spend.

5.5.3 OPENSSL BENCHMARK

OpenVPN does not supply its own cryptographic primitives, but relies on the high-level
OpenSSL API named EVP (EnVeloPe) for all cryptographic operations. In Section 5.5.2

we show that encryption takes a non-negligible amount of time per packet.

Nonetheless, there is some benefit in having a detailed look at the underlying primitives.
Firstly, OpenVPN does not support every cipher implemented by OpenSSL. In particu-
lar the AES GCM variants are not exposed in static key mode. By benchmarking them

too, we gain a broader view and can make a prediction about potential improvements.
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Fi1GURE 5.13: CPU utilization of DuT running OpenVPN setup 1 with 60 bytes packets and varying
flows

Another reason is, that neither OpenVPN, nor OpenSSL provide a switch to en- or
disable the AES-NI accelerated functions, or even a simple indication if they are used.
Other research shows that the availability of this instruction set extension is crucial for
good performance [47][34]. In this benchmark we can explicitly control this and observe

the effects.

Listing 5.7 shows how to modify the OpenSSL processor capabilities vector [20] by
negating the 57th bit, so that only the non-AES-NI supporting implementations are

selected.

OPENSSL_ia32cap="~0x200000000000000" openssl speed -evp <cipher>

LISTING 5.7: Snippet to benchmark OpenSSL with AES-NT disabled

In Figure 5.15 the results are displayed for a selection of ciphers and how they perform on
different block sizes. The left side shows the encryptions speeds with AES-NI enabled,
on the right side it is disabled. Several conclusion can be drawn from this benchmark.
The 128-bit block size ciphers are always equal to or faster than its 256-bit versions,
but except for AES-GCM, the difference is within 10%, which matches the results in
Section 5.5.2. Fastest by a wide margin are the newer GCM variants, which are not

available in OpenVPN static key mode. They outperform CBC modes by a factor of
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FIGURE 5.15: OpenSSL encryption speeds for AES ciphers depending on AES-NI support

1.5 to 10. We can confirm that AES-NI is indeed very important to performance. No

cipher implementation even reaches 2.5 Gbit/s without this instruction set extension.

5.5.4 MULTIPLE INSTANCES

The single-threaded design of OpenVPN limits its performance to very low levels com-

pared to [Psec and WireGuard, as some VPN tasks, e.g. encryption, simply need raw

CPU processing power to scale.
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While multi-threading has been on the development roadmap of the official OpenVPN
application since 2010, very little has change since then. According to the develop-
ers, this is partly to blame on the current event-system implementation, which is only
partly asynchronous and requires that, e.g. resource freeing, happens synchronously.
They estimate that introducing multi-threading requires a complete rewrite of the I/O
system and have postponed this to OpenVPN 3.0. For now this leaves users with multi-
processing as a scaling vector. This is not a build-in feature of OpenVPN, but has to
be setup manually with external tools. The approach is conceptually similar to the
multi-SA technique for IPsec presented in Section 5.4.1: The incoming traffic is split
up according to its destination address via multiple routes and processed by different
processes. In this case, we spawn multiple OpenVPN instances, each handling a distinct
/32 subnet. Contrary to IPsec, some additional steps and workarounds for limitations

in OpenVPN are required, as shown in Listing 5.8.

ethtool -L ens3f0 combined 4
IP_LOW=2; CPU_LOW=4;
for i in $(seq 0 1 $COUNT)

do
ip a add 10.1.0.$(expr $IP_LOW + $i)/24 dev ens4f0
taskset -c $(expr $CPU_LOW + $i) openvpn --verb 3 \
--dev tun$i --proto udp --cipher AES-256-CBC --auth SHA256 \
--local 10.1.0.$(expr $IP_LOW + $i) --remote 10.1.0.254
--route 10.2.0.$%$(expr 2 + $i) 255.255.255.255
--ifconfig 192.168.0.1 192.168.0.$(expr 2 + $i)
--secret ~/static.key &
done

LISTING 5.8: Script to set up multi-process OpenVPN

Firstly, we reduce the number of NIC queues to 4 and bind them to the first four
cores, so that the interrupt handlers do not interfere with the OpenVPN processes. In
Line 5 additional IP addresses on the outgoing interface have to be configured for each
instance. Otherwise they would fail with an EADDRINUSE (address already in use by other
socket) error. With taskset we prevent unnecessary CPU migrations and contention
for processing power by cleanly separating them of the kernel threads. Having each
process bound to a different CPU core limits energy efficiency as these cores can not
be put in low power states during low load, but this may not be a concern in high

throughput setups.

Figure 5.16 (a) shows the improvements in processing rate that can be made, depending
on the numbers of processes spawned. The number of flows in the offered traffic exactly
matches the number of processes, to get an even work distribution. Since each worker
process is essentially independent with its own TUN device, route and IP address, we see

the expected near linear speedup. For traffic of 64 byte packets the rates increase from
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FIGURE 5.16: Processing rates with multiple OpenVPN instances

the already known 0.16 Mpps in single-instance mode, to 2.36 Mpps with 16 processes.
The throughput consequently also grows to 1.2 Gbit/s. This means the DuT is able to
handle an entire Gigabit link of incoming traffic. To score the effectiveness of additional
resources and to forecast the scaling capabilities beyond 16 processes, the processing
rates per core are displayed in Figure 5.16 (b). While there is a measurable reduction,
especially in the step from one to two processes, the rate only decreases marginally
after that and stays close to 0.148 Mpps per added process. Provided one additional
free CPU cores, it would be possible to scale this up further.

CAVEATS

While some performance gains can be made, this approach is not without serious draw-
backs. Firstly, the incoming traffic must be evenly distributed on the configured routes,
since a single instance is not faster than before and can still be the bottleneck. In real-
world networks this often not the case as a few "elephant" flows dominate bandwidth-
wise. Since the filter mechanism is basically the Linux routing table, the granularity of
a filter is quite low. /32 subnets (a single destination IP) is the finest setting. Conse-
quently this means, that the uplink capacity to a single host is still limited to 0.16 Mpps.
In an environment where many hosts push data to a single server, this approach could
be much less applicable. There also is an additional configuration & maintenance bur-
den to be taken. Each instance needs a free IP address and has to be started, monitored
and stopped. Lastly, this setup is completely static and does not react sudden traffic
changes in form or amount. A smarter implementations could monitor the processed

traffic and continuously update the filter routes or scale the number of processes.
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5.6 WIREGUARD

WireGuard is a new L3 VPN product developed by Jason Donenfeld [8]. It defines its
own protocol and comes with a reference implementation as a Linux kernel module. At

the time of writing integration into the mainline Linux kernel is underway.

The protocol was developed from scratch, based on best cryptographic practices and
using the newest ciphers. Contrary to committee-guided protocols like IPsec, Wire-
Guard is strongly opinionated on certain topics and includes radical ideas. It does away
with cryptographic agility by locking in on a single AEAD cipher and authentication
algorithm: ChaCha20-poly1305. Feature negotiation of, e.g., options or compression is
also absent, making backwards compatibility with future impossible. The handshake
and key derivation mechanism even includes a hash of the protocol version number [10],
so two different implementations will derive distinct keys, making them permanently
non-compatible. These measures heavily incentivize keeping the software up-to-date
and prevent degradation attacks found in SSL [35].

WireGuard also forgoes the layered approach to key exchange found in IPsec. The iden-
tities of peers (ed25519 public keys) have to be exchanged out-of-band, e.g., over SSH or
E-Mail. In the Diffie-Hellman authenticated handshake these identities are verified and
temporary session keys providing perfect forward secrecy are derived. WireGuard relies
on the IK handshake of the Noise protocol [39], a suite of verified key exchange and
handshake protocols for various purposes. The security properties of the WireGuard
protocol have been formally verified by Donenfeld and Miller in 2017 [6].

On the wire level, WireGuard defines just 4 message types. Two for the handshake
initiation and response, one for a DoS mitigation cookie reply and one for the actual
data exchanges. All packets are encapsulated in UDP to sidestep the problems of TCP-

over-TCP tunneling and gain higher performance.

The kernel module implementation introduces virtual interfaces to integrate WireGuard
into the network stack. This benefits adoption and usability, as all standard interface
tools, like iproute2, work as expected. Compared to the xfrm layer in which IPsec oper-
ates, this design lesses the burden on the administrator and user significantly. Packets
going out of a WireGuard interface are guaranteed to be encrypted, while received ones

are guaranteed to be authentic and form known peers.

Overall, WireGuard strives to be a as-simple-as-possible, very secure and hard-to-get-

wrong VPN, that usable by everyone.

45



5.6 WIREGUARD

5.6.1 MODIFICATIONS MADE TO ACCOMMODATE TEST SETUP

In contrast to the other VPNs, WireGuard does not have a static key or stand-alone
configuration, where it can be run without a corresponding instance on the other side.
We do not want to introduce a second host between the load generator and the DuT,
because then the traffic would have to be processed twice, without any possibility for us
to determine where exactly the bottlenecks lie. To get the most accurate measurements,

the in and out links should be directly connected to the load generator.

The first hurdle lies in the design of the handshake and key derivation algorithm, re-
quiring a second peer participating to reach a state where packets get encrypted and
forwarded. Even running a second peer in the beginning only to complete the hand-
shake would not solve this problem. WireGuard uses a passive keepalive mechanism to
detect broken connections or unresponsive peers. If for Keepalive-Timeout (10 sec) +
Rekey-Timeout (5 sec) no kind of response is seen, this peer is assumed to be dead and
after Rekey-Attempt-Time (90 sec) no further packets would get sent, preventing any

kind of long-term measurements.

To work around these issues, we modified the source code of WireGuard. The changes
we made are as small and un-intrusive as possible and do not influence the performance,
as confirmed by counter-checks. We decided against removing any checks in the hot code
paths that normally ensure a session validity and did also not replace peer state lookups
with a fake static peers and keys. Instead, we simply emulate responses to handshake
initiations as soon as they are send out, by calling the same functions that would be
triggered by receiving a real response. This advances the internal state machine so a

valid and ordinary session is created.

The keepalive timeout is mitigated by prolonging its underlying timer by 24 hours
instead of disabling it after the handshake. In the send path WireGuard checks if this

timer is already running and otherwise activates it with the aforementioned 15 seconds.

Listing 5.9 shows the complete modifications made. Overall this ensures, that we bench-
mark a real-world implementation with the same code paths taken and all necessary
checks performed. We applied these to the WireGuard base version with commit hash
cbd4e34. The patched code is available in our forked repository [46] under commit
798d234.

5.6.2 PERFORMANCE ANALYSIS

We measure the forwarding rate of WireGuard with our standard benchmark traffic.

Figure 5.17 displays the processing rates of the DuT with 64 byte and 1514 byte packets.
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I diff --git a/src/send.c b/src/send.c

2 index d3e3d752..c963cbb4 100644

3 =--- a/src/send.c

| +++ b/src/send.c

5 @@ -40,6 +40,28 @@ static void packet_send_handshake_initiation
6 timers_any_authenticated_packet_sent (peer);
socket_send_buffer_to_peer (peer, &packet,

8 sizeof (struct message_handshake_initiation), HANDSHAKE_DSCP);
9 timers_handshake_initiated(peer);

10 +

11+ down_write (¥peer->handshake.lock);

12+ peer->handshake.state = HANDSHAKE_CONSUMED_RESPONSE;

13 + index_hashtable_insert (&peer->handshake.entry.peer->device->index_hashtable,
14 + &peer->handshake.entry);

15 + up_write (¥peer->handshake.lock);

16 + if (noise_handshake_begin_session(&peer->handshake, &peer->keypairs)) {
17 + timers_session_derived(peer);

18 + timers_handshake_complete (peer);

19 + timers_any_authenticated_packet_received (peer);

20 + timers_any_authenticated_packet_traversal (peer);

21 + } else {

22+ printk (KERN_INFO "Peer handshake, failed\n");

23+ }

24+ } else {

25 + pr_debug("createyinit failed");

26 }

27 %

28

29 diff --git a/src/timers.c b/src/timers.c

30 index d3150de2..22a509f1 100644

31 --- a/src/timers.c

32 +++ b/src/timers.c

33 @e -137,7 +137,7 @@ void timers_any_authenticated_packet_sent

34 void timers_any_authenticated_packet_received(struct wireguard_peer *peer)
35 A

36 if (likely(timers_active (peer)))

37 - del_timer (&peer->timer_new_handshake);
38+ mod_timer (&peer->timer_new_handshake, jiffies + 24 * 60 *x 60 * HZ);
39 )

LI1STING 5.9: Patches to make WireGuard standalone
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FIGURE 5.17: Encryption rates of WireGuard at different packet sizes and varying number of flows
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Multiple patterns can be observed. Again, we see that the number of flows in the traffic
matters for performance. With just one flow the RSS configuration of underlying Linux
network stack limits the forwarding rate to 0.32 Mpps. Adding more flows elevates this
and increases the peak rate to 0.65 Mpps, until it plateaus at 0.57 Mpps for 4 and 64
flows and high load. Most interesting is the case of 1024 flows. Contrary to the other
VPNs where this traffic yields the best results, WireGuard struggles with increasing
load and effectively stops processing any packets at a load of 1.4 Mpps. We analyze this
in Section 5.6.2.

Another observation is, that the size of the processed packets has no impact on perfor-
mance. Subfigures (a) and (b) show nearly the same patterns with peaks and plateaus
at the same points, despite comparing the smallest to the largest packets. This indi-
cates, that encryption is not a bottleneck in WireGuard, else we would see lower rates
for larger packets. In the following we explore where most processing power is spend

on.

The observed performance pattern is tied to the threading model of WireGuard, as

shown in Figure 5.18. It consists of three stages that perform the VPN operations.

plain : Encryption |—>
Rx (RSS) ] B

. Tunnel
cipher : NIC

Tx Worker

Gateway s ) E : I
NIC : plain : : Encryption

cipher

kworker Threads

Encryption Workers

FI1GURE 5.18: WireGuard threading model for encryption

kworker threads serve the gateway NIC and receive packets from it. After determining
through a routing lookup, that a packet is eligible for processing, they transmit it
through a virtual WireGuard device via the generic Linux driver xmit function [7].
Despite the name of the function, the packet is not really send out in this step, but only
enqueued in a per-device pointer queue as a work item. The creation of this work item
involves more than just memory allocation. The kworker already checks if the source
and destination IPs are allowed, looks up the peer state with the encryption keys and
increments the nonce per packet. These additional steps performed in this early stage
explain, why the performance rates of WireGuard in the single flow case are lower than

the 1 Mpps of the Linux baseline benchmark. With only a single flow, these operation
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must be performed by one kworker and are thus effectively not parallelized. In the

default configuration of Linux, there is one RSS queue and kworker per CPU core.

The work items are picked up from the queue by the encryption workers, which are
spawned on all online cores at module activation. As the encryption key and nonce
are bundled with each packet, they just have to perform the actual encryption, without

touching any peer state and thus operate lock-free. Processed packets are handed over

to the tx worker.

There is only a single Tx worker per peer. It collects all encrypted packets and transmits

them via the normal UDP socket API.

With three pipeline stages, this design has three potential choke points, which we in-

vestigate further in the next paragraph.

CYCLE ANALYSIS
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FIGURE 5.19: CPU utilization of WireGuard with 1024 flow traffic

Figure 5.19 shows on which operations the different workers spend the most cycles on
when traffic with 1024 flows is processed. This kind of traffic is chosen, because solely
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it can cause a total overload of WireGuard. The first column show a CPU on which a
kworker and encryption worker is running. They are aggregated, because WireGuard
spawns the encryption workers on every core, without a way to prevent this. In the

second column the Tx worker is displayed.

One can immediately notice, that the most dominant factor is locking. On the kworker
and encryption worker, driver or encryption operations are run less than 10% of the
time. On the Tx worker a variety of tasks are done, while not overloaded. Memory is
allocated and freed, the UDP checksums of the packets are calculated and the internal
WireGuard timers get updated.

The dominance of locking can be explained by analyzing the source code. We found,
that spinlocks have to be taken in a pipeline stages. More importantly, they are also
used to implement mutual exclusion in the pointer rings, that connect the pipeline

stages.

In the definition of the ptr_queue structure we find, that the head and tail of the queue
are protected by two spinlocks [11]. For all en- or dequeue operations, the respective
lock has to be taken. The ptr_queue is used to implement the crypt and tx queues in
WireGuard.

The kworker code paths contain multiple locks. In the xmit function an incoming packet
is checked for validity and moved to the staged_packet_queue of the peer. This queue
is guarded by a spinlock. In site-to-site setup with only one peer and thus one queue,
this lock is contended by all kworkers of the system and has to be taken and released for
every single packet. Additionally, at the end of the xmit function, the kworker call the
packet_send_staged_packets function [12], which looks up the peer state and nonce.
At the beginning of this function, all currently staged are dequeue, which again requires
the lock.

The encryption and Tx worker are lock-free, apart from the aforementioned pointer

rings.

Together these sources explain the baseline locking load in Subfigures (a) and (c), where
the offered load is below 500 Mbit/s and 12000 Mbit/s.

The large increase with more load after these points comes from a design flaw. Under
overload a kworker will keep inserting the new packets into the crypt and even tx queues,
while dropping older ones. This lack of back-pressure increases contention on the locks
of the pointer queues even more. Under extreme overload the kworker monopolize all
locks, as seen in the graphs, so that over 80% of the time is spent busy-waiting for

spinlocks.
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5.6.3 GSoC PERFORMANCE IMPROVEMENTS

Google Summer of Code (GSoC) is an annual program to bring students to open-source
software development under the guidance of a mentor. During 2018 the three students
Jonathan Neuschéfer, Thomas Gschwantner and Gauvain Roussel-Tarbouriech partici-
pated in the program and worked on WireGuard with the goal to improve performance

and do measurements.

They created a number of commits, of which many smaller ones got merged. In their
final reports, they name time constraints and setup difficulties as why they could not
perform the planed extensive profiling and performance measurements [24, 36]. Conse-
quently they did not include detailed documentation in their report about the perfor-

mance improvements they could achieve.

Changes Commit  Comment
tg/mpmc_ring 0df81af3d Broken: compile error
jn/mpmc-wip bb76804 Broken: Disables preemption indefinitely

tg/mpmc-benchmark 6f909b2  Includes jn/mpmc-wip and fixes preemption
Prefix-Trie byte order  5e3532e  Negligible time is spent on lookups
NAPI 6008eacb  Only applies to Rx path

TABLE 5.5: Git hashes of WireGuard GSoC commits

Table 5.5 gives an overview of the non-trivial changes made. In the prefix trie, the data
structure used to implement the whitelist of allowed IPs, the byte order in which the
addresses are stored, was changed to the machine native little-endian format. This is
more of a code quality fix than a performance issue, as our measurements show, that
only a negligible amount of time is spend on lookups. Neuschéfer adapted the packet
receive functions to the New API (NAPI) of Linux on the Rx path. The main benefits
of the NAPI are interrupt moderation and packet throttling, but these only apply to
the receive (decryption) side of WireGuard!.

MPMC QUEUE

In one of the major tasks, the students focused on improving the packet distribution
between the stages and replacing the spin-lock based ring buffer. They choose a lock-
free multi-producer multi-consumer (MPMC) implementation based on the Concurren-

cyKit [1]. From our measurements in Section 5.6.2, we know that the spinlock ring

!The DuT does of course receive plaintext packets, which it then encrypts, but this is handled by the
i40e driver of the physical NIC

51



5.6 WIREGUARD

buffer poses a bottleneck. Therefore it is sensible, to evaluate commits related to this

area.

As the students could not finish the implementation in time, it has not been merged into
the master branch. There exist three branches which contain MPMC implementations:
tg/mpmc_ring is the initial version of Thomas Gschwantner, jn/mpmc-wip contains the
combined efforts of him and Jonathan Neuschéfer and tg/mpmc-benchmark extends the
previous version by a simple benchmark script and patch to fix scheduling of producers
by disabling preemption during enqueue operations. A fix that is needed because of
deadlocks and interrupt masking bugs where processors remain in unresponsive state for
over 20 seconds. In your tests this occurred regularly and made consistent measurements
impossible. Therefore we only evaluate their final version including the preemption fix
(tg/mpmc-benchmark).

It should be noted that both jn/mpmc-wip and tg/mpmc-benchmark do not compile
cleanly due to missing or wrong header files. The first branch includes a non-existing
header, that, in its correct spelling, contains processor specific symbols. After consulting
the Linux kernel documentation we concluded that this statement is most likely just a
minor mistake and removed it, upon which the code compiled without errors or warnings.
The second branch uses the preempt_enable_no_resched() function, which has been
deprecated since kernel version 3.14. This has been done to prevent modules from
interfering with preemption and introduce bugs like the one described above [57]. Since
the test systems are on kernel version 4.4.0, we unconditionally replaced the call with

its replacement function. Listing 5.10 shows the exact changes made.
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FIGURE 5.20: Performance improvements by the GSoC commits

Figure 5.20 show the improvements of the MPMC replacement compared to the baseline
version. It can be seen the the overall performance did not improve, but even decreased.
The single-flow rate is now under 0.3 Mpps, while the rate drop that previously only
affected 1024 flow traffic, now applies to 64 flows as well. We did not explore if this
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diff --git a/src/mpmc_ptr_ring.h b/src/mpmc_ptr_ring.h
index da9393e..e035b9%e 100644
--- a/src/mpmc_ptr_ring.h

+++ b/src/mpmc_ptr_ring.h

Q@@ -44,7 +44,7 @@

#include <linux/compiler.h>
#include <linux/errno.h>
#include <linux/log2.h>
-#include <linux/processor.h>
+// #include <linux/processor.h>
#include <linux/slab.h>

#include <linux/stddef.h>

diff --git a/src/mpmc_ptr_ring.h b/src/mpmc_ptr_ring.h
index a4f8344..2ceeb50a 100644

--- a/src/mpmc_ptr_ring.h

+++ b/src/mpmc_ptr_ring.h

Q@ -47,7 +47,9 @@

//#include <linux/processor.h>

#include <linux/slab.h>

#include <linux/stddef.h>

+#include <linux/preempt.h>

+#define preempt_enable_no_resched() preempt_enable()

struct mpmc_ptr_ring {
/* Read-mostly data */

LisTING 5.10: Patches to compile MPMC commits

stems from an implementation error in the MPMC queue or is and just the performance

characteristic of this lock-free implementation.
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5.7 MOONWIRE

This sections presents the benchmarking results of our implemented MoonWire VPN

variants. The design and implementation details of them are explained in Section 4.

Table 5.6 lists the exact versions of all used software and libraries.

5.7.1 VARIANT 1 - NAIVE SINGLE INSTANCE

Name Version
MoonWire commit b1ba910
Libmoon commit 57beade
Libsodium 1.0.16

DPDK 17.11

LuaJIT 2.1.0-beta3

TABLE 5.6: Versions of used software
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FIGURE 5.21: Flowchart of MoonWire Variant 1

Tunnel
NIC

Variant 1 is the most simple and straightforward of our designs, without threads, RSS

or other advanced features. A single thread performs all steps of the VPN process. The

lower processing rates, shown in Figure 5.22, are therefore not unexpected. Nonetheless

it is much faster than OpenVPN, which design it mimics. 64 byte packets get processed

at 1.3 Mpps, a factor 10 increase over the 0.16 Mpps of OpenVPN. It also reacts well
to overload. Packets that can not be handled are dropped by the DPDK drivers on

the NIC hardware level and do not decrease the processing rate of the DuT, as seen

by the constant rates after peak. Its absolute peak in terms of throughput is reached
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with the large 1514 byte packets at 4 Gbit/s. This shows, that a naive and

implementation is not enough to serve 10G links.
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FIGURE 5.22: Encryption rates of MoonWire Variant 1 with different packet sizes and varying number

of flows

We did not find any issues regarding different number of traffic flows. Without RSS, all

are handled on one single core, consequently there are no differences in the processing

rates between them and the lines in Figure 5.22 overlap perfectly. Packet reordering,

neither intra- nor inter-flow, can also not occur: the application fetches a batch of

packets, processes them in the received order and then sends them out in this exact

order.
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FIGURE 5.23: CPU utilization of Variant 1
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One interesting result is, that the peak rates in terms of Mpps vary depending on the
packet size. I.e., its highest for small packets and decreases the more bytes have to be
processed. Compared to OpenVPN where we found a static peak at 0.13 Mpps and
large fixed costs independent of packet size, that imposed this artificial limit. From this
we can conclude, that in Variant 1 the per packet overhead from drivers and such is
much smaller and there is simply processing power missing at some load level. With the
CPU utilization plots of the worker thread in Figure 5.23 we can confirm this. Overhead
from the DPDK network driver and other Lua functions makes up less than 8% and
4.8% of the cycles spent, respectively. At lower rates the CPU is mostly idle, as seen by
the large white triangles in the upper left corners. Note, that this does not necessarily
mean that the CPU is clocked down or could be used for other tasks. DPDK follows a
busy-waiting approach for low latency reaction times and still monopolizes the core. We

simply observe a large number of cycles spend in the rte_delay_us_block function.
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FIGURE 5.24: Cycles analysis for MoonWire Variant 1

With 1432 cycles or 85% of the total, encryption consumes the most resources by a
wide margin (Figure 5.24(a)). This increases further as the packets get larger. To
encrypt 1514 byte packets, it takes 6500 or 96% of the total CPU cycles, completely
marginalizing any other costs. Across all packet sizes, the driver code uses only 132 to

152 cycles per packet, much less than the Linux baseline measurement of 2000 cycles.
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As a pure user-space application, there is no overhead from syscalls or memory copying

from kernel-space. In fact, Variant 1 is truly zero-copy regarding the packet data.

5.7.2 VARIANT 2 - INDEPENDENT WORKERS
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FIGURE 5.25: Flowchart of MoonWire Variant 2

Variant 2 solves the processing power bottleneck around encryption of Variant 1 by
distributing the packets to multiple parallel workers. The distribution starts at the
hardware level already by configuring multiple Rx queues combined with RSS. Con-
sequently this variant suffers from the same problems as the Linux router and IPsec,
which also rely on RSS. Figure 5.26 shows the familiar picture: Few flows in the traffic

result in uneven distribution and lower processing rates.
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FI1GURE 5.26: Effects of RSS with 64 byte packets on MoonWire Variant 2a with 4 workers
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But for traffic with sufficient flows (> 64), significant speedups can be measured, as
shown in Figure 5.27. In these measurements the number of threads is increased grad-

ually and the individual peak rate is recorded.
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FIGURE 5.27: Scaling capabilities of MoonWire Variant 2a and 2b

But also the drawbacks of global locks can be observed again. Especially at smaller
packet sizes and their inherent higher Mpps, the bottleneck becomes evident. For both

kinds of locks, the peak rate is reached with 4 workers and decreases after this point.

Spinlocks have a higher peak rate, but are also more susceptible to high contention. This
is a result of their implementation. rte_spinlocks internally use atomic compare-
exchange instructions in a loop until they succeed, thus implementing busy-waiting.
For fewer threads this is faster than relying on the OS’s scheduling, but with 7 or more
threads, the interference imposes too much overhead and continuously decreases total
throughput with more threads. pthread locks on the other hand, out-source some of the
work to the OS. The scheduler knows which threads wait for a lock and can suspend
them until the lock becomes free. This results in less active contention and a consistent
2.5 Mpps rate with more than 8 threads (Subfigure (a)).
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FIGURE 5.28: CPU utilization of a worker thread in MoonWire Variants 2a and 2b

Looking at the CPU utilization plots in Figure 5.28, we can see why Variant 2 only
performs well with larger packets and at lower Mpps rates. The plots show the cycle
usage of a single thread on a single CPU core, but since this benchmark is recorded

with 1024 flow traffic, all workers perform the same tasks.

We can see the general trend, that more threads lead to more time spend on locking
and less on encryption. For 64 byte packets and high Mpps rates, a steep increase can
be seen after 4 threads, mirroring our previous rate measurements. At larger packet

sizes this effect occurs more delayed, but is still measurable.

Variant 2b spends increasing amounts of time directly in the lock and unlock functions,
while for Variant 2a the locking category is split into two components. The user space
side with the pthread and libc wrappers, and the kernel space part with the syscall
overhead (cf. OpenVPN), the futex implementation and scheduling.

Resource intensive encryption is the main struggle of Variant 1. Subfigure (b) and (d)
show, that this operation is now well parallelized over the threads, consuming more
the 60% of the cycles in most cases. This means, that the concept of distributing the

expensive operations generally works.
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Driver code again only plays a minor role overall, with 1% to 7% of the time spend,
showing that DPDK is also efficient with multiple threads operating on the same NIC.

Overall this variant demonstrates, that having, seemingly local but effectively global,
locks does not scale beyond a few CPU cores.

5.7.3 VARIANT 3 - WORK PIPELINE
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FIGURE 5.29: Flowchart of MoonWire Variant 3

Variant 3 is our pipeline implementation. The incoming packets are processed in 3 stages
and passed to different workers. Shared state is minimized and expensive synchroniza-
tion constructs like locks are not used. Whenever function arguments are needed in

later stages, they are attached to the packet buffer as messages.

In Figure 5.30 the scaling properties of this variant can be seen. It shows the encryp-
tion throughput for 64 and 1514 byte packets, depending on the number of encryption
workers. The Rx and lookup stage is always handled by a single worker, as explained
in Section 4, and not included in the worker count. For one to seven workers and
small packets we measure a near linear scaling from 1.1 Mpps to 6.3 Mpps (3.2 Gbit/s).
Adding more workers does not increase (but also not decrease) the rate further. This
result is both our highest measured rate across all VPN implementations and also very
stable. Compared to implementations with locks, Variant 3 does not crumble under

overload.

For 1514 byte packets, there is no plateau and the throughput increases up to 3.13
Mpps, where the 40 Gbit/s output link is fully saturated.
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FI1GURE 5.30: Throughput scaling of MoonWire Variant 3 with encryption workers

Figure 5.31 shows another benefit of not relying on RSS for packet distribution to
workers: the number of flows in the traffic does not matter. Compared to Variant 2
where traffic with only a few flows lead to a under-utilization of some workers, here the

rates are always the same.
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F1GURE 5.31: Throughput of MoonWire Variant 3 depending on the number of flows

Next we determine which stage is the limiting bottleneck. In the plots in Figure 5.32
we see the CPU utilization of each stage and for 64 and 1514 byte packets.

First, we concentrate on the results for smaller packets, which are in the first column
(Subfigures (a), (c), (e)). It can be seen, that for smaller number of encryption workers,
these are the bottleneck. The Rx worker is never running at full capacity, and the copy

stage is fully utilized at 7 workers.

For large 1514 byte packets the picture is overall similar, but different in a few details.
Neither the Rx worker, nor the copy stage is ever running at full capacity. Not a
surprising result, since they only perform per-packet tasks and larger packets generally
come at a lower rate. The encryptions workers however, are always at 100% utilization.

Compared to 64 byte packets, a even larger fraction of the time (85%) is spend in
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encryption routines. The overhead from fetching packets from the rings and sending

them is nearly negligible, making them quite efficient at their task. We expect, that

with more NICs and cores, this can be scaled up further.
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FIGURE 5.32: CPU utilization in the pipeline stages of MoonWire Variants 3 with 64 and 1514 byte

packets

In conclusion, Variant 3 is our best implementation. It achieves the highest rates at

all packet sizes, does not depend on RSS and still evenly distributes packets. The data

structures used for, e.g., IP address lookups can be un-synchronized, allowing for simpler

or faster designs than multi-threaded versions. We identified the message creation, more

precisely, the memory copying, to be a limiting factor. This is the case, because our

implementation clones the entire peer state, including seldom changed field. In future

work we could explore hybrid approach, where static field are only referenced.
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One drawback is packet reordering. With a round-robin distribution over workers, there
are no guarantees regarding the order the packets come out of the DuT. Measuring the

impact of this on real world applications and common TCP stacks remains future work.

5.7.4 COMPARISON

Here we show how our MoonWire variants compare to the other VPN implementations.
In Figure 5.33 we present the highest achievable processing rates from our measurements

across all configurations.
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FIGURE 5.33: Highest measured rates over all configurations
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CHAPTER 6

PERFORMANCE MODEL FOR VPN IMPLEMEN-
TATIONS

This chapter presents our developed performance model for site-to-site VPN implemen-

tations.

Implementations are wildly different in their details, but implement common functional-
ity as part of their VPN operation. The following sections dissect and extract the most
resource intensive core tasks of VPN processing. For these core tasks we then define
equations that can be used to estimate performance numbers depending on internal and
external factors. These equations are derived from experimentation, benchmark results

and prior research.

Ctotal = Cdriver + Cerypto + Csynchonization (61)
. X B
forwardingrate = Jepu X B (6.2)
Ctotal

The performance of a VPN system can be expressed as a function of the CPU cycles
spent per packet processed. The total costs per packet, cioq1, are sum of the processing
costs in the three major areas driver, cryptography and synchronization, as shown in
Equation 6.1. We developed these categories through our measurements and explain
them in detail in the Sections 6.1 to 6.3. With the total costs, the expected processing
rate of a DuT can be estimated by dividing the weighted CPU cycles though the cycle
costs per packet. This yields the rate in packets per second, as seen in Equation 6.2.
The CPU cycles, fcpy, have to be adjusted, because of two reasons. CPU models

vary in their number of cores from 1 to 128 and more. Secondly, VPN implementations



6.1 NETWORK DRIVER & STACK

do not utilize multiple cores equally well. Therefore, the weighting factor 8 lies in
range [1, #CPU__cores] inclusively. Where factor 1 represents the worst case with no
multi-core scaling and a factor of #CPU _cores the hypothetical best case without any
overhead, where each additionally available CPU core adds equal amount of processing
power. ( can be determined by measuring the speedup when progressively more CPU

cores are made available to the VPN application.

6.1 NETWORK DRIVER & STACK

Before a packet reaches any VPN code, it has to pass up through the NIC driver and OS
networking layers. There packet buffers have to be allocated, data has to be received
and written to memory, and header fields have to be validated. In a site-to-site setup
the packets are not destined to the gateway processing them, but the hosts behind it.
Therefore the packets also have to be sent, again passing down through the layers. The
costs of these operations is captured in the cgpjyer variable of our model. While a VPN
implementation usually has no influence over the decision which network stack is used,
a major chunk of the system’s performance is decided at this low level. If the NIC
driver is slow or inefficient, then even an optimized upper application will not yield
faster results.
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FI1GURE 6.1: Upper bound forwarding rate limitations depending on cCgriyer COStS

The severity of this can be illustrated by a simplified example calculation shown in
Figure 6.1, assuming a single-core application. Given a total cycle budget of 2.2 x 10?
cycles (2.2 GHz Intel E5-2630 v4 CPU), an upper bound on the forwarding rate of
an application can be given, depending on the costs of handling the packet in the
driver (¢griver). For an efficient framework like DPDK, with low driver costs of around
110 cycles per packet, the upper bound for single-core forwarding lies at 20 Mpps.

The complex and more general Linux netstack on the other hand, with its i40e driver,
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requires around 2000 cycles, as seen in Figure 5.4 of our baseline benchmark. This sets
the bound to 1.1 Mpps, which approximates the actual, measured rate of 1.006 Mpps

for single-flow traffic very well.

6.2 CRYPTOGRAPHIC OPERATIONS

Once the packets have been received and handled by the driver, they are passed to the
VPN application so they can be encrypted.

To be secure against modifications, messages also have to be authenticated with HMACs
or AEAD schemes. Former can lead to a second pass over the data, while the later is an
integrated solution consisting of a single pass. Equation 6.3 therefore estimates cerypto

depending on the packet length .

Cerypto = Cs + Cv(l) (63)

Contrary to the driver costs, which accrue per packet, encryption costs depend foremost
on the length of the data, and therefore on the traffic. Equation 6.3 describing cerypto
consists of a static portion c¢s and a variable part ¢,. ¢s is independent from the data
length and occurs constantly for every packet. It stems from overhead of extending
the buffers, function calls and setting up cryptographic state. ¢, captures the marginal

costs of encrypting an additional byte.
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FIGURE 6.2: Plot of cerypto depending on data length for MoonWire Variant 1

Figure 6.2 visualizes this relation on the example of MoonWire Variant 1, benchmarked
in Section 5.7.1. Using the measured cycles of the three smallest packet sizes (64, 128,

256), we perform a linear least-squares fit on the data set, which yields the following
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linear equation: cé\fggﬁow"em = 966.782 4 7.21746 x [, with a coefficient of determina-
tion R? = 99.999. This result tells us, that the static overhead of calling the differ-
ent libsodium functions is significant with ¢, = 967 cycles. The actual application of
chacha20-poly1305 cipher then takes ¢, = 7.2 cycles per byte of data for these small

packet sizes.

6.3 DATA STRUCTURES & MULTICORE SYNCHRONIZATION

From the cryptography part of our performance model in Section 6.2 we know, that
encryption takes a significant amount of processing power. Some VPN implementations
aim to achieve higher forwarding rates, by distributing the packets to multiple CPU
cores, utilizing the modern many-core CPU architecture. This approach is not without
drawbacks. The weak memory model of the x86 architecture (and its successor x86_ 64)
requires the use of synchronization mechanisms, if data is to be shared. These intro-
duce additional overhead not present in a serial implementation, as seen by comparing
MoonWire Variant 1 (1.35 Mpps) and Variant 2 configured with a single thread (1.2

Mpps).

From our evaluation and investigation of the source code, we know that the critical
data structure is the peer state and its container, the peer table. It has to be both read
and written to for every handled packet of a specific peer. In the context of site-to-site

setups with few or just one peer, all accesses focus on a single data item.

We have found and implemented the two common approaches to packet distribution

and data synchronization.

Locking - A peer state data item is secured with a mutex that has to be taken by
threads before they are allowed to read or update any values of it. While this approach
it easy to implement with existing library support, it does not adequately scale with

many cores and hot resources.

Exclusive access means, that only a single thread can hold the mutex at a given point
time, while others must wait or request it at a later point int time. This creates an

distinct performance pattern, modeled in Figure 6.3.

As long as there are still free time slots in which the lock is not held by anyone, adding
more threads does improve overall performance (Area A). New threads then take these
slots up and performance scales linear or nearly linear. But once a lock is saturated and
held at any given time point, then no further improvement is possible (Point B). Other

threads will have to wait, either actively or passively, making no progress. Further, there
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Processing rate

Number of threads ¢

FIGURE 6.3: Performance of locking depending on the number of threads ¢

is overhead introduced by each additional thread (Area C). Failed locking attempts (in
spinlocks) also consume cycles, as well as the management overhead in the scheduler.
The severity of impact of this accumulated overhead depends on the lock implementation
and the presence of other rate limiters. For MoonWire Variant 2a which uses spinlocks
(busy waiting), the impact is measurable with a 50% processing rate decrease from 4 to
16 threads. Other implementations such as Variant 2b (pthreads mutex) or IPsec (rate

limiter) exhibit a less drastic reduction and remain at a nearly constant rate.

Message Passing - As an alternative to locks, message passing can be used for commu-
nication. Then the peer state is not shared, but managed by only a single thread, thus
synchronization-free. This thread creates messages for the other workers by copying
the relevant parts of the peer state and attaching it to a packet, forming stand-alone
work items. From the measurements of our MoonWire Variant 3 implementation we
know, that the efficiency of this management task is crucial for the overall performance.
While the other tasks like packet reception and encryption can be distributed to multiple
threads, the management task can not. This naturally leads to a multi-stage pipeline

design, where much of the work is moved to prior or later stages.

Coymehronization = Cm + ¢ X (#£stages — 1) (6.4)
The total synchronization costs in a message passing design is modeled in Equation 6.4.
It consists of the one-time cost of creating the message c,, and the variable costs ¢, of
moving the packets between the different pipeline stages. We implemented this with the
help of lock-free ring data structures and found, that batching improves performance
greatly. E.g. the cost of enqueuing 64 packets instead of 1 is nearly the same, but the

former amortizes ¢, across them, leading to a much lower per packet overhead.
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Cm is mainly dominated by the size of a message. At multiple million packets per
second and equally many messages, the cost of simply copying bytes in memory becomes
significant. Efficient usage of the CPU caches, in form of cache-line optimized data

packing, is mandatory.
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CHAPTER 7

CONCLUSION

We measured how the three open-source software VPN implementations IPsec, Open-
VPN and WireGuard perform in site-to-site setups on COTS hardware running Linux.
With the results of our benchmarks we come to the conclusion, that none of them are
currently fast enough to handle the amounts of packets in 10 or 40 Gbit/s networks. We
found, that a considerable amount overhead stems from the underlying Linux network
stack, on which all tested versions rely on. It is too general, has to be compatible with
exotic and legacy hardware and follows a packet buffer model, which maps poorly to

the run-to-completion model in modern high-speed NICs.

Both IPsec and WireGuard! are directly integrated inside the Linux kernel. A common
argument for implementing performance critical applications in kernel is superior per-
formance due to closeness . Proponents argue, that placing such complex code inside
ring 0 over-proportionally increases the attack surface and is thus undesirable. They
propose a micro-kernel like approach, where tasks like VPNs are handled by confined
user-space applications. Exploits there do not results in a compromise of the complete

System.

The second implementation we evaluated, OpenVPN, is such a user-space application.
Nonetheless we found, that the overhead of making syscalls and the single-threaded
nature make OpenVPN the slowest of the valuated versions. Its peak rates are around
0.16 Mpps for 64 byte packets and 0.10 Mpps for 1514 byte, which translates to only 80
Mbit/s to 1 Gbit/s data rate. As long as the kernel does not provide a high-performance

L At the time of writing, the migration from module into mainline was nearing its completion



interface to the NICs, fast user-space applications on top of the existing APIs remain

unlikely.

With our MoonWire implementations we showed, that bypassing the kernel and using
the fast DPDK drivers is the first step towards higher performance. The single-threaded
Variant 1 already improves a order of magnitude over OpenVPN with a peak rate of
1.3 Mpps compared to the 0.16 Mpps. The next hurdle is the high processing power
requirement of encrypting large amounts of data in real-time. This requires efficient ex-
ploitation of the modern many-core CPU architecture, which is a non-trivial problem.
Using common strategies like mutual exclusion with locks does not scale well beyond
a few cores, as seen in our benchmarks of IPsec and MoonWire Variant 2. Choosing
the right cryptographic ciphers can also help. Modern AEAD ciphers like AES-GCM
or ChaCha20-poly1305 improve over manual encrypt-then-mac ciphers like AES-CBC-
HMAC-SHA-256 by performing the encryption and authentication in a single pass over
the data, instead of two. From our benchmarks this can reduce the required cycles per
byte from 19 to under 5 on the same test hardware and large packets. Data synchroniza-
tion proved to be the third major area where performance is decided. Multi-threaded
applications require efficient data organization or else the speedup from having multiple
cores will be negated by the synchronization overhead. We observed very poor scaling
of lock-base-synchronization in both Linux IPsec and WireGuard, where up to 90%
of the time is spend in locking code. Investigations of the source code revealed code
paths, where one or multiple locks had to be taken for every handled packet. In Moon-
Wire Variant 3 we did away with locking and implemented a work pipeline following
a shared-nothing approach and message passing as means of inter-thread communica-
tion. Instead of synchronizing frequent accesses to hot data from all threads, only one
dedicated worker in the pipeline This requires optimization of the serial code paths and
strict distribution of the parallel sections, else this single worker will become a bot-
tleneck. Batching operations over multiple packets at a time proved to be a necessity.
Overall this approach yielded the best results with the highest measured processing rate
of 6.3 Mpps (3.2 Gbit/s) for 64 byte packets. At 1514 byte packets we reached 3.13
Mpps and thus the line rate for 40 Gbit/s links.

We describe these three performance categories; driver, encryption and data synchro-
nization, with our performance model and give equations to estimate a systems process-

ing rate.
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7.1 FUTURE WORK

Future work could include measurements of the impact of the patches mitigating the
CPU bugs of Meltdown, Spectre et al. The counter measures add additional overhead
to system calls, context switches and page faults, which especially concerns user-space
applications triggering these often. DPDK should not be affected, as calls withing this

framework do not pass kernel boundaries.

Another area for future research is the decryption side of the VPN operation. While
the core components of our model also apply there, some details of packet handling are
different and are worth investigating, as the complete site-to-site setup also includes

this step.
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