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ABSTRACT

In the last few years, there has been a good deal of ef-
fort put into the research and standardization of P2P-based
VoIP signaling, commonly called P2PSIP. However, there
has been one important issue which has not been dealt with
adequately, privacy. Specifically i) location privacy, and %)
privacy of social interaction in terms of who is communicat-
ing with whom. In this paper, we present Pr2-P2PSIP, a
Privacy-Preserving P2PSIP signaling protocol for VoIP and
IM. Our contribution is primarily a feasibility study tackling
the privacy issues inherent in P2PSIP. We leverage stan-
dard security protocols as well as concepts and experiences
learned from other anonymization networks such as Tor and
I2P where applicable. We present the design and on-going
implementation of Pr2-P2PSIP and provide a threat analy-
sis as well as an analysis of the overhead of adding privacy
to P2PSIP networks. Particularly we analyze cryptographic
overhead, signaling latency and reliability costs.

Categories and Subject Descriptors

C.2 [Network Architecture and Design]: Miscellaneous;
K.4.1 [ Public Policy Issues|: Privacy

General Terms

Privacy, anonymization, Peer-to-Peer(P2P), Session Initia-
tion Protocol (SIP)

Keywords

P2P signaling, P2PSIP, location privacy, social interaction
privacy, onion routing, reliability costs

1. INTRODUCTION

The Session Initiation Protocol (SIP) [30] is a protocol
standardized by the IETF for setting up multimedia ses-
sions, in particular Voice over IP (VoIP) sessions. It can
also be used for Instant Messaging (IM) [29]. There has

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, to
republish, to post on servers or to redistribute to lists, requires prior specific
permission and/or a fee.

IPTComm 2010, 2-3 August, 2010 Munich, Germany

Copyright 2010 ACM ...$10.00.

been a lot of effort in research and standardization in the
last few years related to P2PSIP [6]. The concept behind
P2PSIP is that the location of a SIP User Agent (UA) (IP
address and port number) is published not to a SIP Regis-
trar, but in a Distributed Hash Table (DHT). This data is
stored at other peers with peer identifiers (IDs) uncorrelated
to the SIP UA. These peers, called replica nodes, reply to
queries from any other peer looking for the UA. This makes
the UA available for incoming VoIP phone calls and chat
messages. However, the STP UA has no control over know-
ing which peers have asked for its current location. Curious
and malicious peers can perform a lookup for the SIP URI of
the UA regularly. The IP addresses of the UA could then be
mapped to geographic locations [1]. Using this information,
attackers could build location profiles of a user. Even worse,
attackers could “crawl” the P2PSIP network and harvest lo-
cation profiles of all participants. This issue has been left
out-of-scope in the IETF P2PSIP working group (WG) [2].
On the other hand, location privacy had been thought of
early in the GSM standardization process. Thus, it seems
to be necessary to consider this privacy issue in P2PSIP
networks as well.

Another privacy threat in P2PSIP is that replica peers
can observe that communication is established between two
SIP UAs and deduce knowledge about the social interaction
of the two users.

In this paper, we tackle the two privacy issues illustrated
above; the former, location privacy and the latter, social
interaction privacy, by developing a new protocol which we
call Privacy-Preserving P2PSIP (Pr?-P2PSIP). The rest of
this paper is organized as follows. In Section 2, we present
our on-going work on the design and implementation of Pr?-
P2PSIP. Section 3 provides an evaluation of Pr’-P2PSIP
in terms of threat analyses as well as an analysis of the
overhead of adding privacy to P2PSIP networks in terms
of cryptographic overhead, signaling latency and reliability
costs. Section 4 provides an overview of related work and
Section 5 concludes our findings in this paper.

2. DESIGN OF PR?-P2PSIP
In this section, we introduce Pr2-P2PSIP.

2.1 Model and Notation

First, we introduce the model and notation used in the
rest of the paper.

2.1.1 SIP UAs and Public Identities
The SIP UAs provide the means for users to perform their
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Figure 1: Architecture of Pr’-P2PSIP

social interactions. They send chat messages and initiate
phone conversations on behalf of the users. Let A be the
set of UAs in a P2PSIP network and n = |[N/| the number
of UAs. In this paper, we use capital letters, e.g., A, B or
Aiyi € {1,2,...n} to denote interchangeably (unless other-
wise explicitly mentioned) a user name, her SIP UA, or her
SIP URI.

Note that we use the term “UA” and “peer” interchange-
ably.

2.1.2 Authentication Server

Pr?-P2PSIP functions with a central authority, which is
an authentication server AS. The AS authenticates a user
A using a long-term preshared key, e.g., user password, or
a high entropy key stored in the (U)SIM card of the user’s
smart phone. After successful authentication, the AS pro-
vides the UA with a certificate that binds the user’s public
key +K 4 to her public identity A. The AS is indispensable
for Pr2-P2PSIP as it provides verifiable identities at the ap-
plication layer. This enables UAs to mutually authenticate
each other and establish secure channels for encryption and
integrity-protection at the application layer (SIP signaling
and multimedia streams). The AS provides verifiable iden-
tities at the overlay layers as well (Pr?>-P2PSIP includes two
different overlays, explained in Section 2.1.3) in order to
prevent attacks on the overlays, e.g., Sybil and eclipse at-
tacks. Another attack that would be possible without a cen-
tral authority would be the so-called chosen-location attack
where malicious peers choose a convenient peer ID where
they could, eclipse (hide) other peers, or eclipse the con-
tent they would be responsible for. In the context of pri-
vacy, chosen-location attacks would allow malicious peers
to choose a strategically “good” position where they could
monitor the activities of certain other peers.

2.1.3 Storage and Forwarding Overlays

In addition to its public identity, a UA A; has two pseu-
donyms f; and s; which it uses for participating in two dif-

ferent overlays as sketched in Figure 1. s;,i = 1,...,n is the
storage overlay. f;,i =1,...,n is the forwarding overlay.
Storage.

Storage is the common service that DHT’s provide. The

Table 1: Notation
+K. Public key of an entity e
—K. Private key of an entity e
K. Shared secret key between entities a and b

{m}k,, | Message m encrypted and integrity-
protected with the symmetric key K,
(See Section 2.4).

{m}ik. | Message m encrypted with the public key

of entity e.

l(e,t) Location (IP address and port number) of
the entity e at a certain point of time ¢
Data stored in P2P network required to
reach UA A at a certain point of time ¢

DHT stores information required to contact other UAs for
sending them application layer signaling messages. However,
the information stored in the Pr?-P2PSIP DHT differs from
P2PSIP. Specifically, it does not reveal the actual location
of UAs. The content of this information is explained in
Sections 2.2.2 and 2.3.2.

Forwarding.

Forwarding is an additional function that peers need to
perform in Pr?-P2PSIP. It differs from typical forwarding
in DHT algorithms with recursive routing, e.g., Chord or
Pastry, given that these DHT algorithms were not designed
with privacy in mind. Message forwarding in Pr?-P2PSIP is
explained in 2.2.1.

Overlay Algorithm.

We currently use Kademlia [20] as our DHT overlay al-
gorithm. However, Pr2-P2PSIP could be used with other
DHTs. We do not claim that the choice of the overlay al-
gorithm is orthogonal to the impact of Pr?>-P2PSIP on user
privacy. Thus, this design decision requires further investi-
gation in future work. For this paper, we use the Kademlia
RPCs FIND_NODE, FIND_VALUE, PING and STORE in
the storage overlay. Since the forwarding overlay is used only
for finding other peers (i.e., no data stored in the DHT, see
Section 2.2.1 for details), the forwarding overlay makes use
only of the FIND_NODE and PING RPCs.

Pseudonyms in the Storage and Forwarding Overlays.

The pseudonyms f; and s; are temporal identities which
are unlinkable to the UA’s public identity A; (we use non-
capital letters to denote pseudonyms). Pseudonyms f; and
si belong to an identifier space K, e.g. K = {0,...,2'%°—1}.
Each pseudonym is linked to a public key as well: (f;, +Ky,),
(sis +Ks,;). As such, a UA uses different public/private key
pairs for different purposes.

By “UA A;”, we mean the UA with public identity A;
while “UA f;” or “UA s;” is the UA with pseudonym f; or
s; respectively. Table 1 provides additional notations used
throughout this paper.

2.1.4 Threat Model

Given a UA A € NV, we assume that an attacker M wants
to collect as much information as possible about A, in par-
ticular:

1. its current locator [(A,t)



2. its location profile: a history of I(A,t)

3. a social interaction profile: a history of social interac-
tions A — B or B — A for any B € N.

Note that man-in-the-middle, eavesdropping and message
forgery attacks on the application data (chat messages and
phone conversations) can be successfully countered (unless
the AS turns malicious) using the UA’s certificates provided
by the AS. Note also that the AS guarantees that each UA
receives a single pseudonym f; and a single pseudonym s;,
so Sybil attacks can be excluded and eclipse attacks are dif-
ficult (since the overlay routing algorithm provides multiple
disjoint paths between two arbitrary peers).
We consider the following attackers in Pr2-P2PSIP:

1. a single malicious UA participating in the Pr?>-P2PSIP
network: M € N. In this case, we assume every UA
operates on its own. Different malicious UAs do not
exchange information for the sake of breaking other
users’ privacy. Thus, each UA can observe only the
messages it sends and it receives. Additionally, if it
forwards a message from one peer to another, it can
decrypt only the messages (or message parts) for which
it has the appropriate key.

2. a partial observer in the network underlay observing
that communication is taking place between different
IP addresses. The attacker may be able to observe
some traffic and deduce some conclusions about the
location or social interaction of some UAs.

2.2 Protocol Overview

In this section we describe how Pr2-P2PSIP handles data
storage and message forwarding. Storage and forwarding
in the Pr2-P2PSIP network differ from a “regular” P2PSIP
network, because UAs seek to keep their location and social
interaction private.

2.2.1 Message Forwarding

An application layer message (e.g., SIP MESSAGE for IM
or SIP INVITE for establishing a phone call) from a UA A
to a UA B is sent via intermediate forwarding peers using
so-called onion routing [15]. In onion routing, the sender of
a message m chooses intermediate forwarding peers which
route the message to B on behalf of A. A orders these peers
in series and encrypts m several times recursively. One layer
of encryption is removed at each of the forwarding peers, so
that the final peer in the tunnel has the original unencrypted
message.

In Pr2-P2PSIP, peers establish inbound tunnels and out-
bound tunnels (see Figure 2). The choice of tunnel length
has some effects on privacy which are discussed in detail in
Section 3. For illustration purposes, we consider a tunnel
length of three hops throughout Section 2.

A UA A uses its pseudonym (fo, = fi1, in Figure 2) to
communicate with the first hop of each tunnel. For out-
bound tunnels, A (sending application layer messages) ge-
nerates symmetric keys for protected communication (i.e.
encrypted and integrity protected) with each of the out-
bound forwarding peers (fo,, fo, and fo,). For inbound
tunnels, A (receiving application layer messages) generates
symmetric keys for protected communication with each of
the inbound forwarding peers fr,, f1, and fr,. In both cases,
A uses the public keys of the forwarding peers to distribute
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Figure 2: Inbound and outbound tunnels of

sender /receiver A

the required symmetric keys which will be used during the
tunnel lifetime. Additionally, the forwarding peers estab-
lish TLS sessions for hop-by-hop security. Figure 3 sketches
the resulting encryption and integrity-protection layers. The
layered encryption ensures that the message looks different
for each hop.

While the end-to-middle symmetric keys are valid only for
the tunnel lifetime, a hop-by-hop TLS session may be mul-
tiplexed for several inbound and outbound tunnels serving
several sender/receiver peers and can be long-lasting. This
design decision is borrowed from Tor and should make traf-
fic analysis more difficult. Unlike Tor where all peers are
connected in a full mesh and establish TLS tunnels to each
other, Pr2-P2PSIP TLS tunnels are established on demand,
since otherwise Pr2-P2PSIP could not scale to more than
few thousand peers.

Forwarding Pool.

To discover forwarding peers, peers query the forwarding
overlay. Additionally, each peer keeps a local pool of the
forwarding peers it has learned about, and which it can ask
to be a part of its tunnels. This pool should be kept up-to-
date, so a peer can refresh its inbound or outbound tunnels.

The peer will occasionally learn about other forwarding
peers as a side effect of overlay maintenance. However, it is
crucial for the privacy goals of Pr?>-P2PSIP to not rely solely
on overlay maintenance for re-filling its forwarding pool and
not to simply choose peers from its overlay routing table. In-
stead, a UA A should perform node lookups (a FIND_NODE
RPC in Kademlia) for random identifiers in the forwarding
overlay when it needs to update its forwarding pool, in or-
der to prohibit an attacker M from being able to force A to
select her (M) as a forwarding peer in her tunnels (i.e., path
selection attack; see Section 3.1).

2.2.2 Contact Data Storage

The contact data of all UAs are stored in a DHT. For
each UA A there exists a value stored in the DHT with the
contact data of A under the key h(A). The contact data
is a tuple (+Ka,L(A,t)). L(A,t) does not reveal any in-
formation about A’s real location [(A,t). Instead, L(A,t)
includes information about the entry points of A’s inbound
tunnels (i.e., the forwarding peers furthest from A in her
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Figure 3: End-to-middle and hop-by-hop encryption
and data-integrity layers in Pr>-P2PSIP

inbound tunnels), which will forward incoming messages to-
wards A. Details on the structure of L(A,t) are provided in
Section 2.3.2.

2.3 Protocol Operations

In this section we provide more low level details on the
protocol operations of Pr2-P2PSIP.

2.3.1 Tunnel Setup

Up to this point we have differentiated between inbound
and outbound tunnels. However, the procedure for setting
up both kinds of tunnels and the per-hop state required for
them is the same. A forwarding peer can be unaware of
the type of tunnel it is participating in. This reduces the
complexity of Pr2-P2PSIP.

In fact, in both cases communication takes place in both
directions, for instance to acknowledge tunnel setup and
to tunnel RPC responses backwards to the initiator of a
RPC (this is the case for publishing data in the DHT; see
Section 2.3.2; and retrieving data from the DHT; see Sec-
tion 2.3.3).

Forwarding peers need to store state information that is
required to process incoming and outgoing messages for each
tunnel. Let A be the UA which initiates the tunnel setup
for sending or receiving application layer messages. Let fi,
f2 and f3 be the forwarding peers chosen by A to build the
tunnel (as in Figure 3). A uses its pseudonym fo to commu-
nicate with the first hop in the tunnel, fi. The state stored
at each forwarding peer f;,i = 1,2, 3, called the tunnel bind-
ing in Pr2-P2PSIP, is a tuple which consists of the following
data:

e tunnel ID: a tunnel ID a used for multiplexing between
different tunnels,

e successor and predecessor: the pseudonyms, public
keys and locations of the successor and the predeces-
sor peers in the tunnel: (fiy1,+Ky,, ,,1(fit1,t)) and
(fi—h +Kfi—1 ) l(fi—lv t))v

o end-to-middle symmetric key: Ky, ;.

This data is distributed by A during the tunnel setup. Fur-
thermore, f;+1 and f;—1 are used at each forwarding peer
locally to determine whether it has already established TLS
sessions with the successor and predecessor peers.

The data for the tunnel binding is sent by A onion-encrypted
along the tunnel. For each node f;,7 = 1,2,3, A sends (in-
directly) a message:

m; = (o
fi+17 +Kfi+1 ) l(fi-‘rl: t):
fi—h +Kfi71 ) l(fi—h t)7
Kfo,fi) (1)
For f3, the information about the successor is marked with
null values:
m3 = (Ol,
null, null, null,
f27 +Kf27l(f27t)7
Kfo,fs) (2)
Of course, this has the consequence that f3 can deduce that
it is the last hop in the tunnel. The impact of this infor-
mation available to f3 will be discussed in Section 3.1. The

message flow for setting up the tunnel initiated by A looks
as follows.

foe— fi : TLS handshake

fo— f {ma, {ma, {ms}tix,, t+ry, by,

f1 e f2 TLS handshake

i—fa {ma, {ms}ir,, by,

fo— fs TLS handshake

fo— fa {ms}ix,, (3)

The TLS handshakes take place only if two successive for-
warding peers have not yet established a TLS session. Af-
ter tunnel setup, A (i.e., fo) can exchange messages with f3
without revealing her location (A, t) or her identity (neither
the public identity A, nor her pseudonym fo). f3 knows only
the information about fa.

A message m from A to f3 is forwarded as follows:

Jo— f1 {a{a{aymirg, g brs g, g g,
fi—=f2 o Aa{ambxg g brg g,
fa— f3 {a,m}ry, ;. (4)
while a message from f3 to A is forwarded as follows:
fa = [ @, {'m}KfU,f3
fo—fi o, {{m}rs, 1 b 0
fr—= oo o {{{mlrgy g b iy g g (5)

The tunnel setup (message flow (3)) is acknowledged by the
last forwarding peer f3. Thus, the acknowledgement mes-
sage is the first message sent from f3 to A via fo and fi.
Note that the acknowledgement of the tunnel setup by fs3
is crucial for the reliability of Pr?-P2PSIP. This will be dis-
cussed in detail in Section 3.2.

2.3.2  Publishing UA Contact Data

Publishing the contact data of a UA in the DHT makes
use of outbound tunnels and the Kademlia STORE RPC. A
UA A publishes its application layer public key (+K4) as
well as the pseudonyms, the public keys and the locations of
the entry points of its inbound tunnels. For example, assume
A has three parallel inbound tunnels. Then, the value stored
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Figure 4: Publishing UA contact data in the DHT

in the DHT under the key h(A) is a tuple (+Ka, L(A,t))
where

L(Avt) = (f137+Kf137l(fI37t)7a)7
(f}37+Kf}37l(f}3)t)?ﬁ)7

where fr,, fr, and f7, are the entry points of the different
inbound tunnels; and «, 8 and v the respective tunnel IDs.
The STORE RPC request is sent from A to fo, using mes-
sage flow (4). This is depicted in Figure 4. It is crucial that
the STORE RPC responses received by fo, are forwarded
back to A (using message flow (5)). The reason for this is
that A can not be sure that all peers in the outbound tunnel
(fo., fo, and fo,) are still online since the tunnel has been
established or refreshed. If A does not receive a response
to her STORE request from fo,, she needs to re-initiate
the RPC using another outbound tunnel. The time interval
between two successive RPC requests is a trade off between
latency and signaling overhead. In the extreme case, A could
send STORE RPCs simultaneously along several outbound
tunnels. However, this parallelism may produce a large un-
necessary signaling overhead depending on the stability of
the network (and thus, the stability of the outbound tun-
nels). As a trade off, we use an aggressive timeout of 1s
before the next outbound tunnel is invoked.

2.3.3  Retrieving Contact Data

Looking up data in the DHT is quite similar to publish-
ing data in the DHT except the Kademlia RPC used is
FIND_VALUE. A uses one of her outbound tunnels and asks
the last peer in the tunnel to lookup the data on behalf of
her. The same procedure with timeouts is performed if no
response is received from an outbound tunnel.

Using the same procedure for publishing and retrieving
data in/from the DHT reduces the complexity of the proto-
col.

2.3.4 Bidirectional Signaling

Once A has found the entry points of the inbound tunnels
of B, she can use her outbound tunnels to send application
layer messages to B. A may include her real location [(A,t)
(encrypted with +Kpg) in the first signaling message to B
or L(A,t) if she does not want to reveal her location to
B. The same holds for the response of B to A. Every
SIP message is acknowledged end-to-end, i.e., if B receives a
message from A through one of his inbound tunnels, he sends
an acknowledgement through one of his outbound tunnels.

The same procedure with timeouts applies here as well: if
A sends a SIP message to B and the acknowledgement does
not reach A within 1s another end-to-end path, i.e., another
combination of an outbound tunnel of A and an inbound
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Figure 5: Bidirectional signaling in Pr?-P2PSIP

tunnel of B is used. At this point, it is worth it mentioning
that Pr2-P2PSIP is designed with signaling in mind and
is not optimized for real-time communication. The main
problem with real-time communication is the accumulated
one-way-delay in both directions between A and B, given
that there are four to six hops between A and B (depending
on the tunnel length).

2.4 Cryptographic Primitives

In this section, we provide implementation details on the
cryptographic primitives used in Pr2-P2PSIP.

Symmetric Cryptography.

As mentioned in Table 1, {m}k,, is a message m en-
crypted and integrity-protected with the shared key Kgp.
This is used to provide end-to-middle security in the in-
bound and outbound tunnels (see Figure 3). However, it is
well known that different keys should be used for different
purposes and for each direction [13]. Thus, four symmetric
keys are derived from K, on both sides using a crypto-
graphic key expansion function. These keys are derived at
the tunnel setup and used during the tunnel lifetime.

Public Key Cryptography.

Given that Pr’-P2PSIP makes extensive use of public key
encryption, in particular for inbound and outbound tunnel
setup, it is crucial to optimize the use of the public key cryp-
tographic primitives. We use two solutions for this purpose:

e a message m from a to b encrypted with the public
key + K is actually encrypted with a temporary sym-
metric key Ko generated by a. Then, {m}k,, is
sent together with the temporary key K, encrypted
with +Kj. Thus, {m}4k, is actually implemented as

({Ka»b}+Kb7 {m}Ka,b)'

e an important design decision in Pr>-P2PSIP is to use
Elliptic Curve Cryptography (ECC) [31] instead of RSA
for public key encryption. The reason is the convenient
key length without necessarily sacrificing performance.
An ECC key length of 194 bits provides comparable
entropy to a 2054 bit RSA key'.

The impact of the design decisions on the cryptographic
primitives are further discussed in Section 3.3.

2.4.1 Pitfalls

In this section, we explain a few details that need to be
taken into account when implementing Pr2-P2PSIP. These
details were skipped in the previous sections for the sake of
simplicity.

!The choice of the private key for RSA is limited by the

choice of prime numbers, while any random number can be
used as a private key for ECC.




Outbound tunnels used by A for publishing L(A,t) should
not be used for other purposes, e.g., retrieving contact data
of another UA B. The last hop in the outbound tunnel of
A, fo, sees only the hash value of A when the data is stored
in the DHT. However, if fo, has a list of user names, it can
determine whether A is one of them. If the same outbound
tunnel is used for retrieving the contact data of B, fo, can
deduce that A is about to send a SIP message to B. Thus,
the social interaction privacy of A would be broken.

In the description of the tunnel setup in Section 2.3.1, the
tunnel ID a remains constant along the tunnel. However,
this raises a privacy threat especially for inbound tunnels.
Intermediate hops (fr,, fr, and fr,) are all aware of the
tunnel ID « published in the contact data of A in the DHT:
L(A,t). Thus, by crawling the DHT, f1, can discover which
UA A has published its contact data L(A,t) with « as tunnel
ID, and can deduce the public identity of A. Since fr, has
direct IP communication with A, the location privacy of A
is broken. In order to defeat this attack, the tunnel ID has
to be changed at each hop. Thus, each forwarding peer has
two different tunnel IDs, one shared with the predecessor
and another one shared with the successor. Since A needs to
know the final tunnel ID at fr, in order to publish its contact
data L(A,t) in the DHT, f, informs A about the tunnel
ID to be published when it confirms the tunnel setup to A.
Since fr, and A use end-to-middle encryption to secure their
communication, fr, and fr, can not deduce which tunnel ID
is published in the DHT.

3. EVALUATING PR>-P2PSIP

3.1 Threat Analysis

In this section, we evaluate whether Pr?-P2PSIP fulfills
its goals, i.e., whether it can thwart attacks on location pri-
vacy and social interaction privacy. Additionally, based on
an extensive threat analysis, we deduce appropriate recom-
mendations for the tunnel length.

The threat analysis of Pr>-P2PSIP benefits from attacks
on anonymization networks that have been described in the
literature. Therefore, we provide an overview of those at-
tacks that are relevant to Pr2-P2PSIP first. We then eval-
uate whether these attacks can be applied to Pr2-P2PSIP
and if Pr2-P2PSIP introduces new attack vectors.

3.1.1 Attacks on Anonymization Networks

Attacks on anonymization networks can be classified into
passive and active attacks. Passive attacks are attacks where
the attacker monitors communication between other peers.
For this purpose, the attacker may try to become part of one
of the victims tunnels. However, in passive attacks, attack-
ers do not alter the data they observe or forward. In con-
trast to passive attacks, active attacks involve a participant
actively altering or injecting data in the network. Neverthe-
less, an attacker may combine passive and active attacks in
order to reach his malicious goals. As with all privacy pre-
serving networks, a trade off exists between usability and
security.

Traffic Analysis.

Traffic analysis is a general term referring to monitoring
data as it passes through a network to glean useful infor-
mation. In an onion routing network over the Internet this
typically means monitoring underlying network communi-
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Figure 7: Path selection attacks on Pr>-P2PSIP

cations or data handled by a participant in the network
overlay. A subset of traffic analysis called timing analysis
measures when data enters or exits the network or nodes in
the network. All of the attacks described herein utilize some
form of traffic analysis. As discussed in [3,33] an attacker
that is able to observe both ends of a tunnel may be able
to correlate that two peers (identified by IP addresses) are
communicating by analyzing inbound and outbound packet
counts between every two peers. This attack is depicted in
Figure 6. However, the attacker can not be sure that the
two peers are communicating, since they could simply be
forwarding data for other peers.

Path Selection Attacks.

Another type of passive attack is the path selection at-
tack [5]. The attacker forces particular peers to be chosen
for a tunnel, preferably controlled by the attacker. Since
we assume peers do not collude in Pr2-P2PSIP, this attack
is useful only if the attacker is on an end of the tunnel di-
rectly connected to the victim as in Figure 7. Given that
peers choose forwarding peers using random identifiers in
the forwarding overlay, the probability of a successful path
selection attack when a peer builds its inbound tunnels is
inversely proportional to the size of the network. However,
given that a peer occasionally has to change the peers in its
inbound tunnel, the probability of a successful path selection
attack grows over time.

Most other passive attacks [3,9] require a global passive
adversary, outside of the threat model for our work.

Congestion Attacks.

The congestion [23] or circuit clogging [21] attack com-
bines typical traffic and timing analysis with an active de-
nial or reduction of service attack. The basic layout of this
attack is depicted in Figure 8. In this type of attack, a ma-
licious peer initiates a “legitimate” communication with the
victim. Using this communication, she alternates between
periods of sending data and being silent on the tunnel. She
concurrently builds tunnels between all (or some subset of)
possible other peers in the network and sends probe traffic
down each. If she can correlate the sending periods on the
legitimate tunnel with traffic on the probe tunnels she has
discovered that some peers on the probe tunnel are also part



Figure 8: Congestion attacks on Pr?-P2PSIP

Figure 9: Attacks on two-hop inbound tunnels
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of the legitimate one. This method works if forwarding peers
have to split resources equally between their tunnels; utiliz-
ing one tunnel therefore alters the latency properties of the
other tunnels. By building repeated probe tunnels through
different sets of possible peers she can eventually determine
exactly which peers are being used. Provided that the peers
on the legitimate tunnel are rotated over time (as is the
case in Pr2-P2PSIP) and the victim will be the only peer
which will be always part of the tunnels, the attacker could
discover the actual IP address of the victim.

3.1.2 Attacks on Pr*-P2PSIP

In this section, we provide a security threat analysis of
Pr2-P2PSIP on inbound and outbound tunnels for different
tunnel lengths.

Attacks on One-hop Inbound Tunnels.

Using one-hop inbound tunnels, the only inbound forwar-
ding peer and potentially malicious peer M = f;, is directly
connected to the victim B. The contact data of B pub-
lished in the DHT points to fr,. Thus, by crawling the
DHT (i.e. the storage overlay), fr, can find out which UAs
have published their contact information with fr; as a tun-
nel entry point. fr1 might be the tunnel entry point for sev-
eral peers, let’ say B, B’ and B”. After collecting the data
{L(B,t),L(B’,t), L(B",t)} from the DHT, fr1 can correlate
the tunnel IDs in L(B, t), L(B’,t) and L(B",t) with the tun-
nel bindings it has previously setup and can unambiguously
deduce the location of B, B and B".

Attacks on Two-hop Inbound Tunnels.

Using two-hop inbound tunnels, as shown in Figure 9, a
similar attack remains possible. A malicious peer M can
trivially recognize from communication with the successor
and the predecessor in the tunnel that she is not the entry
point of the tunnel. Thus, M can deduce its position in the

tunnel and that its predecessor is the initiator of the tunnel
(B) and its successor is the entry point of the tunnel (fr,
in Figure 9). By crawling the content of the DHT, M can
find out which UAs have published their contact information
with fr, as a tunnel entry point, again let’ say B, B’ and
B”. The difference to the one-hop case is that M can not
necessarily identify which one of these peers is the initiator
of the tunnel she is part of. This is because the tunnel ID
is not constant along the tunnel. Nevertheless, M could
significantly reduce the number of possible public identity
of the tunnel initiator, potentially to one. This would lead
to an unambiguous link between the public identity of B
and his current location (B, t).

Depending on the size of the network, B may have changed
its inbound tunnels while M is still crawling the DHT, and
the data M is looking for in the DHT may become unavail-
able. However, we can not rely on this assumption, if M has
sufficient resources.

One possible approach to reduce the probability of this
attack could be the concept of entry guards [25], which were
suggested for thwarting attacks on discovering the origin of
hidden services in Tor. These attacks are based on path
selection attacks. The concept of entry guards is as fol-
lows; instead of choosing uniformly at random from the set
of all peers for the crucial hop (the nearest to the hidden
server in Tor, the nearest to the UA in the inbound tunnel
in Pr’-P2PSIP, i.e., f1,)), a small set of peers are chosen
initially and one of these is always utilized in that position.
Choosing forwarding peers uniformly at random gives a pa-
tient attacker the chance to be chosen as the crucial hop
with a high probability if B rotates his tunnels regularly,
whereas the probability of choosing the attacker with “fi-
nal guardians” is only 9/n» where g is the total number of
guardian nodes used (and n the overall number of peers as
mentioned in Section 2.1).

Nonetheless, since malicious peers have the chance here
to discover the public identity of B and its location with an
effort estimated by O(n) (crawling the DHT), we consider
the attack on one-hop and two-hop inbound tunnels as a real
threat to Pr>-P2PSIP.

Attacks on Three-hop Inbound Tunnels.

Using three-hop inbound tunnels, a possible attack sce-
nario is a variant of the circuit clogging attack, where the
participants of a tunnel can be deduced. In this scenario
the attacker M initiates a communication with the victim
B (Figure 8). M wants to discover the IP address of B. To
do so, she actively builds tunnels through many peers which
she uses to send a steady stream of data to herself. She
then sends a certain pattern to B (for example, via chat),
which can be detected on the tunnels that she is monitor-
ing because of interference [21,23,28]. Since M may not
necessarily obey to the agreed inbound tunnel length in the
network, she could conceivably connect to every peer with a
one hop tunnel back to herself and send the pattern to B (via
his legitimate inbound tunnel). If the pattern is detected,
this reveals either B or a part of his tunnel. By repeating
the same procedure for each of B’s multiple inbound tun-
nels, M can eliminate B’s tunneling peers, because B will be
the only peer present on each of the inbound tunnels used.

This attack becomes more difficult as the number of peers
in the network increases, because the attacker needs to mon-
itor them all for the pattern she is sending. False positives or



false negatives may occur due to other traffic in the network
at the same time as the attacker’s probe or pattern traffic.
The attack may also take a prohibitively long amount of
time to mount; if the attacker cannot monitor all nodes in
the network at once, she will need to perform this attack by
monitoring only some subset of the network at a time.

General Attacks on Outbound Tunnels.

No matter how long the outbound tunnel is, the last hop
in the tunnel (furthest from A) which is used for publishing
the contact data of A in the DHT should not be used for
other purposes as mentioned in Section 2.4.1. Otherwise,
the social interaction privacy of A would be broken.

Attacks on One-hop Outbound Tunnels.

If the outbound tunnel of a UA A consists of one hop
only, when A publishes her contact data in the DHT, the
outbound forwarding peer fo, receives the STORE RPC
from A directly, and thus, can trivially discover the public
identity of A and correlate it with her IP address. This
would break the location privacy of A.

Attacks on Two-hop Outbound Tunnels.

Attacks on two-hop outbound tunnels become more diffi-
cult. The last peer in the outbound tunnel fo, may misuse
the property of Pr>-P2PSIP that communication in both in-
bound and outbound tunnels takes place in both directions,
and send certain traffic patterns to fo, which are forwarded
to A and thus may be the basis for a congestion attack.

Conclusions.
Given the threat analysis above, we conclude that:

e Passive attacks are of limited use because while they
may reveal that two peers are participating in the net-
work and connected, this does not indicate whether the
peers are forwarding data for other peers or actually
communicating.

e Path selection attacks require that the attacker be cho-
sen as the victim nodes final inbound hop. The proba-
bility of the success of such an attack is inversely pro-
portional to the size of the network. Though it in-
creases over the time by changing the tunnel. Unless
entry guards are chosen as crucial hop.

e Congestion attacks may be feasible, but at high cost,
take a long time and are susceptible to false positives
and false negatives.

e A tunnel length of three hops for inbound tunnels and
two hops for outbound tunnels provide location and
social interaction privacy at a high and satisfactory
degree.

3.2 Reliability Cost Analysis

In this section, we provide a model of Pr2-P2PSIP based
on reliability theory [26]. This model will then be used
for estimating the overhead generated by adding privacy to
P2PSIP. First, we start with some basic knowledge in relia-
bility theory from [26] which is required to understand the
model.

3.2.1 Reliability Theory

Reliability theory provides tools for estimating the relia-
bility of a whole system by estimating the reliability of the
single units/components of the system. Let T" be the time to
failure of a unit, i.e., the time elapsed between when the unit
is put into operation until it fails for the first time. 7T can
be assumed to be continuously distributed with a density
function f(t) and distribution function:

F(t)=Pr(T <t)= /0 flu)du (7)

The reliability R(t) is the probability that the unit will be
still operating at time ¢:

R(t) =1— F(t) = Pr(T > t) (8)

A structure of units is series if the operation of the structure
depends on the operation of all units in this structure. A
parallel structure is a structure which operation requires at
least one of the units operating.

Let a structure consisting of k units with independent
failures® and equal reliabilities R;(t) = R(t) for all units
i =1,..., k. If the structure is series, the reliability of the
structure is

RA(t) = Ri(t)Ra(t) ... Ri(t) = R*(t) 9)
If the structure is parallel, the reliability of the structure is
Ry(t) = 1—(1—=Ri(#)(1—Ra(t))...(1— Ri(t))
= 1-(1-R@®)* (10)
3.2.2 Modeling Pr*-P2PSIP Networks with Reliabi-
lity Theory

A Pr2-P2PSIP (or P2PSIP) network is a system which
consists of multiple units, which are the peers. The time to
failure of a peer is the time interval between the time when
the peer goes online until it leaves the network, i.e., T is
the peer lifetime. Different studies of P2P networks for file
sharing, in particular KAD [35] and for VoIP, in particular
Skype [16] have shown that the peer lifetime is heavy-tailed
distributed. Since it is difficult to estimate appropriate pa-
rameters for a P2PSIP network, we focus on a generic an-
alytical model first. Note that Skype is not necessarily a
good representative since Skype clients are mainly installed
on PCs/laptops. Skype shows a high number of peers dur-
ing working days and middays, while peers in a P2PSIP
network could be running, e.g., on some fixed hardphones
which are permanently online, or on mobile smart phones,
which may change their IP addresses more frequently than
laptops. Nevertheless, Skype is the most similar application
to P2PSIP and Pr*>-P2PSIP and the study in [16] will help
us to interpret the results of our reliability costs analysis as
shown below.

Reliability Model of Pr*-P2PSIP.

A UA B refreshes its contact data in the DHT as well
as its inbound tunnels periodically with a refreshing period
e.g., T = 20mn, in order to make sure it remains reachable
in the Pr?-P2PSIP network with high probability. This high
probability is a target reliability, e.g., R =1 — 107>,

When B performs a refresh operation at ¢t = k7,k € N,
it receives acknowledgement messages for both the storage

2which is a dominant assumption in reliability theory
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Figure 10: Example reliability of a single storage
unit s; or inbound forwarding unit f; with periodic
refreshes. ™ = 20mn.

and the tunnel refresh/setup (as described in Sections 2.3.1
and 2.3.2). Thus, we assume the probability that a peer /unit,
either involved in the storage of the contacts of B or involved
in one of the inbound tunnels for B, is online at ¢t = k7 is
1. Then, this probability decreases over the time to the
minimum value. An example of this behavior is shown in
Figure 10. We denote by g the minimum reliability of a
peer at the end of each refreshing period.
= tEI(I;HgT R(t) keN (11)

4 could be estimated autonomously by B through measure-
ments. It is the probability that if another UA is observed
online at ¢, the UA will remain online until (¢ + 7). @ can
be considered as a metric for the churn in the network. If
the measured value for p is too low, then the UA may have
to decrease 7, and thus increasing p.

Furthermore, the following assumptions are required for
our reliability analysis:

e We assume that all peers are cooperative, i.e., as long
as a peer is online, it will perform requests from other
peers to create tunnels, forward messages and store
data.

e We assume that peers/UAs leave and join the network
independently. A UA which leaves the network deletes
all contact data and tunnel bindings of other peers.

e We assume a DHT model like in KAD [35] where peers
which publish data are responsible for refreshing this
data themselves, i.e., replica nodes do not re-publish
data among each other, in particular when some of
them leave the network, or new nodes close to the key
of the data enter the network.

e We assume that routing in the DHT always succeeds.
In particular if A is looking for the contact data of B
and there is at least one replica node s; storing this
data, then A will be able to reach s; and find the con-
tact data of B.

Figure 11 shows the resulting reliability model under these
assumptions. A UA A calling B needs to reach at least one
of the storage peers s; which have stored the contact data

fia H fio F—‘ fip
faa H fou }**‘ fap B

fq1 H fo1 }**{ fop

Figure 11: Reliability model of Pr>-P2PSIP

of B. Then, A needs to find at least one inbound tunnel to
B where all peers which build the tunnel are still online. As
shown in Figure 11, let m be the number of storage peers,
p the length of B’s inbound tunnels and g the number of
parallel inbound tunnel.

Estimating the Overhead of Privacy.

If p = 0, then we have a regular P2PSIP network. Let mo
the number of required parallel storage peers, then it follows
from equation (10):

1-(1-p™ >R (12)

Thus, the number of required storage peers for an inbound
tunnel length p = 0 can be estimated by:

In(l1—-R)
~in(l—p)

If p > 1, then the reliability of the storage part at the end
of each refreshing period can be estimated as:

mo (13)

1=(1=pm") (14)
and the reliability of the inbound forwarding part:
(1—(1— ")) (15)

Let R the target reliablity of the storage part and Ry the
target reliability of the inbound forwarding part. Thus, m
and ¢ can be estimated as follows:

In(1 — Rs)
In(i = ) 16)
qz%%}%} (17)

and the reliability of the whole system:
I—(1—p™.(-1 - > RE; =R (18)

As it can be seen in Figure 11, the overall number of peers
required for each UA in order to be reachable is (m + pq).

By varying the ratio Bs/r; for a constant system target
reliability R = 1 — 107" we obtain different values for (m +
pq) which are slightly better than equal target reliabilities for
both parts, i.e., Bs/r; = 1. Thus, we determine numerically
the optimum value of (m+pq) by varying Fs/g; for different
values p € {0,1,2,3} and p € (0,1] and R = 1-10"° (values
of u are chosen stepwise with steps of 0.01). Figure 12 shows
the result. The number of peers required for a UA to be
reachable for incoming SIP message increases to infinity if
u — 0 (i.e., average peer lifetime is ¢ — 0) and converges
to (p+1) for u — 1 (i.e. a static network with peers never
leaving).
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Figure 12: Number of peers required to keep a UA
reachable in a Pr?-P2PSIP network with target re-
liability R=1—10"°

Interpretation based on Skype Traces.

Using the Skype network as an example, according to [16],
around 87% of the Skype super-peers have a peer lifetime
more than 30mn and 78% more than 1h. We interpolated
these values to estimate the privacy overhead for p = 3 with
different refreshing periods. The result is shown in Table 2.
E.g., assuming a refreshing period of 20mn in Pr2-P2PSIP,

Table 2: Estimation of the privacy overhead based
on Skype traces

Refreshing | p Number Number of | Total

period of storage | inbound number
peers tunnels of peers

() (m) () (m+pq)

10.0 mn 0.95 5 7 26

20.0 mn 0.91 6 9 33

30.0 mn 0.87 6 12 42

40.0 mn 0.84 7 14 49

50.0 mn 0.81 8 17 59

60.0 mn 0.78 9 19 66

then around 33 peers would be required to keep a UA reach-
able for incoming calls. However, taking only Skype super-
peers into consideration means that in Pr?-P2PSIP only sta-
ble peers should be used for storage and inbound tunnels.

Note that if a UA needs around 33 peers for storage and
inbound tunnels, this means also that each UA will receive
on average 33 requests within 20mn from other peers to store
data or be a part of an inbound tunnel. Additional signaling
is required for the outbound tunnels, overlay maintenance
and DHT lookups.

Conclusions.

The reliability analysis above provides an estimation of
the impact of adding privacy to P2PSIP. The signaling over-
head generated by Pr2-P2PSIP to keep a target reliability of
(1—1075) should not be underestimated. Further, the over-
head is sensitive to the stability of the storage and forwar-

ding peers. This may have different consequences depend-
ing on the types of devices used for the UAs. Processing a
few requests per minute for storage, tunnels, DHT lookups
and overlay maintenance may not be a problem for fixed
hardphones, but would mean a large resource consumption
for mobile devices, in particular if they are constantly awo-
ken from standby mode (at least, this is a problem today).
Given that the signaling overhead is sensitive to the stability
of the storage and forwarding overlay networks, it is crucial
for Pr2-P2PSIP to exclude peers with a short lifetime from
these overlays.

3.3 Cryptographic Overhead

Given the design decisions described in Section 2.4, the
overhead of the public key encryption of a message m sent
from a to b using a 194 bit ECC key + K, and a 128 bit
temporary symmetric key K, for AES encryption in CBC
mode consists of:

o the length of {K,}+k,, which results in an ECC
block size of 194 bits,

e the length of the initialization vector used for the sym-
metric encryption in CBC mode: 128 bits,

e and a maximum padding of 128 bits for the symmetric
encryption,

which results in an overall overhead between 322 and 450
bits, i.e,. approximately between 40 and 56 bytes. Thus,
even if a message is onion-encrypted with three layers the
overhead in terms of message length remains acceptable.

However, the cryptographic overhead of Pr2-P2PSIP in
terms of the number of public key operations increases lin-
early with the number of tunnels per UA and the number of
peers per tunnel. Thus, the same conclusions hold here as
in Section 3.2.

3.4 End-to-end Signaling Latency
The signaling latency from UA A to UA B is affected by:

1. the processing overhead at each forwarding peer,

2. the tunnel length, or the number of forwarding peers
used for inbound and outbound tunnels,

3. the accumulated one-way-delay along the full path be-
tween A and B,

4. the probability that all forwarding peers in a path are
online since they were last.

As mentioned in Section 2.4, once a tunnel is setup, only
symmetric cryptography is used. Thus, the cryptographic
processing is certainly not a bottleneck. As for the tun-
nel length and the accumulated delay, we believe that Pr2-
P2PSIP deployed with the recommended tunnels lengths in
Section 3.1 does not necessarily involve more signaling hops
than server-based SIP networks used in practice today, in
particular, where quite a few components are involved in
the signaling for different purposes, e.g., lawful interception,
billing, etc.

As for the probability that all forwarding peers in a path
are online, as mentioned in Section 2.3.4, A tries another
end-to-end path, i.e., another combination of outbound tun-
nel of A and inbound tunnel of B if it does not receive an
acknowledgement to a SIP message within 1s.



Thus, the maximum overall signaling latency is expected
to be within a few seconds. If peers in the forwarding over-
lay are stable, it becomes more likely that the tunnels are
available and the signaling succeeds at the first attempt,
thus reducing the latency by an order of magnitude. If Pr?-
P2PSIP is used for chat, the same tunnels should be used
for subsequent chat messages, since once tunnels have been
successfully used, they are likely to remain available for the
next chat messages, assuming a heavy-tailed distribution of
the peer lifetime.

4. RELATED WORK

Location privacy was not a main concern when the Inter-
net was conceived, because hosts were fixed. However, it was
considered early on in GSM standardization. In GSM and
UMTS networks, each mobile devices has a unique identifier
called the International Mobile Subscriber Identity (IMSI).
However, temporary pseudonyms called Temporary Mobile
Subscriber Identities (TMSI) are usually used for commu-
nication with base stations. Nevertheless, both GMS and
UMTS authentication protocols allow an attacker to imper-
sonate a base station and request the User Equipment (UE)
to send its IMSI for authentication.

P2PSIP was suggested initially by [7] and [34] and raised
much interest and follow up work. Seedorf [32] discusses
the security issues inherent in P2PSIP and mentions privacy
briefly. In [4], the authors investigate a game theoretical
approach for the security threats of P2PSIP such as SPIT
and attacks on overlay routing. However, privacy is not
addressed.

RELOAD [18], the base protocol for P2PSIP allows for
different overlay algorithms to be plugged in. The IETF
P2PSIP WG charter [2] does not preclude the deployment
of anonymization networks. However, it can not be assumed
that any general purpose anonymization network could be
used. The Internet draft [17] describes SIP usage for RE-
LOAD and mentions explicitly that “all RELOAD SIP reg-
istration data is public. Methods of providing location and
identity privacy are still being studied”. Thus, Pr2-P2PSIP
is right on target to address this issue.

Reliability theory has been used in [35] for modeling P2P
networks in the context of the KAD file sharing network.
In [19], the authors investigate self-tuning behavior of DHTs
in order to optimize the reliability costs in the context of
Pastry. However, they consider only the reliability of overlay
routing. In [38], the authors investigate the costs of main-
tenance and lookup in DHTs with different ratios of super
peers. Their work considers regular DHT functionality with-
out privacy. Nonetheless, our work can be enhanced in the
future with a similar analysis in order to provide better in-
sight on the signaling overhead of Pr?-P2PSIP with different
ratios of fixed and mobile devices with different resources.
In [8,36] the authors demonstrate how the end points of P2P
VoIP streams, e.g. Skype streams, can be identified. Thus,
they demonstrate how one could break location and social
interaction privacy. However, Skype peers do not consider
each other as potentially malicious.

There are many anonymization networks which utilize onion
routing [15] or a derivative, notably Tor [10], JAP [12],
MorphMix [28] and I2P [11]. They all share character-
istics and sometimes differ only in subtle ways. Our in-
tention is not to invent a new anonymization network or
new anonymization techniques, but to leverage existing tech-

niques, particularly onion routing and inbound and out-
bound tunnels to address the privacy issues of P2PSIP. Nev-
ertheless, Pr?-P2PSIP can still be clearly differentiated from
existing anonymization networks in several aspects. Ap-
proaches for anonymization networks can be classified into
centralized and P2P approaches. Pr2-P2PSIP is a P2P ap-
proach. Centralized approaches, e.g., Tor [10], Crowds [27]
and MorphMix [28] rely on centralized databases (although
eventually redundant as in the Tor case) to get a list of relay
nodes. Pr2-P2PSIP relies on a forwarding overlay. Likewise,
Tor hidden services, which can be compared to Pr>-P2PSIP
inbound tunnels, are accessed via service descriptors stored
in a central database. In Pr2-P2PSIP, peers get the contact
data from the DHT before they contact the inbound tunnel
entry points.

In P2P anonymization networks, such as I2P [11], Salsa [24],
Cashmere [37], Tarzan [14] and AP3 [22], there is no central
authority as in Pr2-P2PSIP, which makes them vulnerable
to Sybil attacks. Further, peers select forwarding peers from
their P2P routing tables. This makes them vulnerable to at-
tacks where malicious peers attempt to dominate the routing
tables of other peers. Pr?-P2PSIP uses a separate overlay
for forwarding and chooses forwarding peers randomly.

Pr?-P2PSIP allows anonymous routing only within the
network. Other anonymity networks such as JAP [12], Cash-
mere [37], Tarzan [14], MorphMix [28] and Crowds [27] are
designed to allow communication with normal servers in the
Internet. Thus, they need to support outbound connections.
On the other hand, the clients do not have to be reachable
for incoming communication as in Pr2-P2PSIP.

In summary, Pr2-P2PSIP benefits from the design of Tor
and other anonymization networks and experience learned
from them, while it has been designed exclusively to provide
the P2P-based SIP user registration and session establish-
ment, while preserving the privacy of the network partici-
pants. To the best of our knowledge, there has been no work
which provides a dedicated solution to the privacy needs of
P2PSIP with such an extensive analysis of the implications.

S. CONCLUSIONS

Our conclusions are as follows: Pr2-P2PSIP provides lo-
cation and social interaction privacy with a tunnel length
of three for inbound tunnels and two for outbound tunnels.
Cryptographic overhead is not a hindrance for Pr2-P2PSIP,
in particular if ECC is deployed. Signaling latency improves
as the forwarding overlay becomes more stable. The signal-
ing overhead to keep a target reliability of (1 —107°) should
not be underestimated. Further, the signaling overhead is
sensitive to the stability of the forwarding overlay. Thus,
it is crucial for a successful deployment of Pr2-P2PSIP that
stable peers, i.e., those with a long lifetime, are preferentially
chosen for building tunnels.
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