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ABSTRACT
Languages for programming data planes like P4 sparked a plethora of new applications in the data plane. The dynamic, evolving environment makes it challenging to understand what performance can be expected when running a program in a specific data plane target. However, knowing this is crucial for network operators when upgrading their networks.

We present a framework for the reproducible analysis and modeling of P4 program components. By defining and generating precise specifications of the experiments, we separate fully auto-generated components from testbed- or target-specific parts. Measurement results are used to derive performance models automatically. These can then be used to compare the measured with the theoretical performance, or to model the cost of entire paths through the data plane. In two case studies, we use our framework to discover and model selected behavior for a DPDK-based software target and for the NFP-4000 SmartNIC platform.

CCS CONCEPTS
• Networks → Network performance modeling.
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1 INTRODUCTION
High-level domain-specific languages (DSLs) like P4 [3] for data plane programming are the next step towards fully programmable networks. The ability to customize details of switch and router internals without the need for long development cycles attracted researchers and industry alike.

Consequently, the P4 landscape has enjoyed steady growth in recent years, resulting in not only a shift of entirely new applications to the data plane, but also new software and hardware targets. Keeping an overview of all applications and targets has become challenging, in particular, regarding performance metrics, i.e., how certain applications behave for specific target platforms. However, answering this question can be crucial, as network operators typically have QoS requirements to fulfill.

Analyzing or modeling the performance of each application for each potential target platform is infeasible due to the sheer complexity of the landscape. However, using an abstract DSL like P4 allows splitting the processing pipeline of a program into individual components, including the parser stage and match-action tables. The complexity of each component can be described using a set of parameters, e.g., the number of parser states or match-action table entries. Each component or feature can then be evaluated and modeled individually by only varying the respective parameter.

We present a framework that analyzes and automatically models the behavior of individual P4 language components. The derived models can then be used to compare their behavior with the expected theoretical behavior. Deviations may point to limitations of the device or not ideally implemented data structures. We identified multiple challenges when implementing the framework: First, like the P4 language itself, the framework needs to be portable. The framework has
to support a wide range of software and hardware P4 targets, and vastly different testbed environments. Furthermore, results must be reproducible, so that the resulting models can be extended or verified by others. To achieve this, our framework employs a high degree of automation. Further, we carefully separate our framework into three parts: auto-generated, testbed-, and target-specific. We show the value of our framework by highlighting findings for two different P4 targets: the DPDK-based t4p4s and the NFP-4000 SmartNIC.

The paper is structured as follows: The framework for automated analysis and modeling of P4 components is introduced in Section 2. We present our findings in two case studies that apply our modeling framework to a software-based and a SmartNIC-based P4 target in Section 3. Section 4 discusses related work, before Section 5 concludes our paper.

2 MODELING FRAMEWORK

Just like the language itself, performance evaluation of P4 targets should be protocol-independent, i.e., should not exclusively work for existing protocol headers like IP or UDP. Similarly, applications are manifold, wherefore the evaluation should be independent of existing or future applications.

2.1 Concept

We use short synthetic experiments targeting P4 language constructs, similar to the approach introduced by Dang et al. [5]. We evaluate the basic components of P4 programs, i.e., any feature of the P4 language [24] that can be scaled like the number of parsed headers or table entries. Analyzing small building blocks individually instead of full programs serves multiple purposes. First, we reduce side effects caused by components interacting with each other. Second, these experiments can be used as regression tests by developers of the compilers. Lastly, the measurements allow application developers to gain a fundamental understanding of the cost of P4 language constructs. This is required as, based on the concrete target, the impact of one component on performance and resource metrics can change drastically. A model for the impact of components on a concrete target can be used to estimate the cost of the complete application by extrapolating and adding up the costs of individual components.

Each measurement series only contains a single language component in addition to our baseline program. The goal is to understand and model the impact introduced by this component, i.e., how does the latency change when including this construct n times in a program. As these simple P4 programs are composed of the language primitives investigated in the component measurements, a theoretical performance can be calculated. The comparison between theoretical performance based on the model and measured performance of the composed measurement results in a relative error, which can be used to describe the quality of the model.

![Figure 1: Measurement Framework](image_url)

Our open-source framework [20] conducts the automated evaluation of a single P4 program component in three phases as shown in Fig. 1: experiment specification, measurement execution, and evaluation of generated artifacts.

Component Experiment Specification. For the sake of reproducibility, each experiment analyzing a single P4 component is defined by a threefold specification. First, it specifies the performance metrics of interest. Throughput, packet rate, and latency metrics are collected on the load generator (LoadGen) per default. Furthermore, internal target-specific parameters can be measured on the device under test (DuT), e.g., CPU cycle usage, cache misses, or the resource consumption of the P4 program complexity. The specification of performance metrics is vital for all other components, including the load generator, P4 program, and the evaluation.

Second, the traffic generated by the load generator and sent to the DuT is specified. This includes targeted throughput, packet size, traffic pattern, and the headers and payload of each packet. In particular, it is defined whether specific bytes of the generated packets have to be changed throughout a measurement series. This is required to generate traffic, e.g., matching different entries of match-action tables.

Lastly, the specification defines the parameters of the P4 program. Based on a baseline program, i.e., the minimal program required to forward packets, program complexity is increased only for the respective component that should be analyzed. The specification contains the number of occurrences for every component and further details, e.g., how many bits each parser state parses. As a result, the components of the whole P4 program are specified such that the program for a specific target can be generated.

Measurement Execution. Running a measurement poses two challenges: First, independent of performing P4 data plane evaluations, each testbed environment is different, be it the hardware of the testbed’s management node, the testbed orchestration software used to perform measurements, or the actual testbed nodes. Therefore, the testbed setup requires a testbed-specific implementation. This includes starting and synchronizing individual measurement runs between different nodes, in our case, the load generator and the P4 DuT, as well as gathering all artifacts. We have implemented the setup component for testbeds using the plain orchestrating service (pos) [8, 9] and using a purpose-built approach.

Although P4 programs are intended to be portable, i.e., target-agnostic, in theory, target-specific knowledge is still required. This includes, e.g., the P4 architecture model that
We describe our DuT as a packet processing system that works as follows: for a given function prototype \( \tau \) with an error metric \( H \) we use the fully automated experiments of the framework \( X \subseteq \Lambda \). The MoonGen-based [7] load generator is automatically generated based on the specification. By default, two sets of measurements are performed with constant bit rate (CBR) traffic. First, the maximum throughput and packet rate that the DuT can process without packet loss are determined by subjecting the DuT to traffic at line-rate. Then we measure the device’s latency at 10\%, 50\%, and 70\% of the maximum packet rate, respectively. Other experiments, e.g., using poisson or bursty traffic, are supported by MoonGen [7].

**Artifact Evaluation.** As the configuration and execution of the load generator are fully automated, all metrics obtained from this source are evaluated and visualized automatically. Only data obtained from the DuT requires a target-specific processing implementation.

### 2.2 Automated Model Derivation

We describe our DuT as a packet processing system \( s \) that, for input values \( I \) like the program, packet rate, packet size, or traffic pattern, produces output values \( O \), e.g., the maximum packet rate, latency, CPU cycles per packet, etc. As it is infeasible to determine, measure, and model all inputs and outputs of \( s \), we limit both inputs \( I^* \) and outputs \( O^* \) of our model \( m \) that we want to derive for individual components of \( s \). To derive the model for an individual component, we use the fully automated experiments of the framework to obtain measurement data \( g \) that defines the behavior of this component expressed as \( g(x) = y \) with \( x \in G \) defining the measurement domain. Based on \( g \), we want to derive a model \( m(I^*) \mapsto O^* \) represented by a modeling function \( M \) with an error metric \( H \) that quantizes the quality of \( M \). For each component that we analyze individually we also derive a separate model, e.g., denoted as \( m_{\text{parser}} \) or \( m_{\text{Mat}} \).

**Curve Fitting.** To derive a model for the measurement data \( g \) for the whole or a part of the measurement domain \( X \subseteq G \), we use curve fitting applying the non-linear least squares Levenberg-Marquardt algorithm [17]. We use the `curve_fit` algorithm of the python scipy module [25], which works as follows: for a given function prototype \( \tau \) with free parameters \( \vec{p}^* \) the algorithm tries to determine \( \vec{p} \) to fit the given measurement data using \( \tau \) as close as possible. The result is the parameterized free parameter vector \( \vec{p} \). An example for such a function prototype with three free parameters is the polynomial of degree two \( \tau(x) = p_1^*x^2 + p_2^*x + p_3^* \).

To improve the quality of generated models, we use a set \( \Lambda^* \) of different function templates \( \lambda \). Each template \( \lambda = (\tau, \psi) \) is defined by the function prototype \( \tau \) for curve fitting and an associated rank \( \psi \) that will be explained later. As prototypes we use polynomials of degrees zero to five, exponential and logarithmic functions, and the inverse of all mentioned functions. For every template \( \lambda \) from the set of function templates \( \Lambda^* \), the curve fitting algorithm is applied to solve for the free parameters \( \vec{p} \). The result is the set of possible solutions \( \Lambda \) for the given measurement data \( \Lambda := \{ \text{curve}_\text{fit}(\lambda) = (\tau, \psi, \vec{p}, \eta) \mid \forall \lambda \in \Lambda^* \} \).

**Model Quality.** We use an error metric \( \eta \) defined by the experiment specification to quantify the quality of each calculated fitting in \( \Lambda \). Currently, the framework supports the mean absolute percentage error (MAPE) [4] and the symmetric MAPE (sMAPE) [4] metrics for regular measurement data. However, other metrics can be added as plugins.

MAPE has drawbacks, e.g., it is sensitive to outliers or artifacts in the measurement data [4]. sMAPE improves on the issues of MAPE, wherefore, we use the following variation as default error metric for the remainder of this work:

\[
\eta_{\text{sMAPE}} = \sum_{x \in X} \frac{|\tau(x) - g(x)|}{g(x)} + |\tau(x)|
\]  

MAPE, sMAPE, and other metrics are vulnerable to overfitting, resulting in complex functions being preferred. E.g., we assume measurement data with linear dependency. Due to measurement inaccuracies, a high degree polynomial will likely have a lower error and would be preferred according to the sMAPE-based error metric \( \eta \). Thereby, the polynomial’s high degree factors are close to zero, i.e., they are of low relevance for the overall model. While it is mathematically correct to choose the higher degree polynomial, semantically a polynomial of degree one is desired to fit the linear dependency. We counteract this behavior using two independent strategies to improve the calculated error metric \( \eta \).

First, we forbid small parameters by defining an absolute minimum value \( \gamma \). All free parameters \( p \) returned by the curve fitting algorithm are processed accordingly:

\[
p' = \begin{cases} 
\text{sgn}(p) \cdot \gamma & \text{if } |p| < \gamma \\
 p, & \text{otherwise}
\end{cases}
\]  

Eq. 1 then uses the capped parameters \( p' \). We argue, that limiting the granularity of the free parameters is justified as it reflects the limited measurement accuracy.

The second strategy is based on the Akaike information criterion (AIC) [4]: we assign a rank \( \psi \) to every function that is equal to the number of free parameters \( \psi = |\vec{p}| \). If the difference in error metric for two fittings is between a certain margin \( \omega \), we choose the simpler function. \( \omega \) is based on the minimum of both fitting errors multiplied by a margin factor \( \kappa_{rel} \). As this would have close to no effect for already small
errors, we also define an absolute minimum margin $\kappa$. For two fittings for the same domain $F_1$ and $F_2$, if $|\eta_1 - \eta_2| \leq \omega$, we choose the fitting with lower rank $\psi$:

$$
\tau_{\text{chosen}} = \begin{cases}
\tau_1, & |\eta_1 - \eta_2| \leq \omega, \psi_1 < \psi_2 \\
\tau_2, & |\eta_1 - \eta_2| \leq \omega, \psi_1 \geq \psi_2 \\
\tau_1, & \eta_1 < \eta_2 \\
\tau_2, & \text{otherwise}
\end{cases}
$$

with $\omega = \max(min(\eta_1, \eta_2) \cdot \kappa_{\text{rel}}, \kappa)$. We consider an error metric increased by up to $\kappa = 10\%$ acceptable to prioritize simpler model functions. We do not directly use the AIC formula since experiments have shown that this metric is too aggressive in preferring simpler functions in some scenarios, a common point of critique for AIC [4]. The framework is designed to support other metrics like MAPE that can be used as plugins instead. For measurement data that should be modeled using probability distributions, e.g., gaussian or trapezoid, other metrics, like the earth mover’s distance [19], can easily be integrated.

**Resulting Model.** The result of this process is a function prototype $\tau$ and the calculated free parameters $\hat{p}$ being the best solution according to the error metric $\eta$ and function rank $\psi$ out of all calculated fittings $\Lambda$. The function models a part of or the full measurement domain, i.e., $X := \{x \in G \mid \alpha \leq x < \beta\}$. We denote this chosen fitting as $F = (\lambda, \hat{p}, \alpha, \beta, \eta)$. For simple systems, $F$ and the adjustable parameters $\kappa$, $\kappa_{\text{rel}}$, and $\gamma$ represent the complete model $m = (F, \eta, \kappa, \kappa_{\text{rel}}, \gamma)$.

**Multiple Partial Fittings.** The behavior of complex systems cannot be modeled using only a single function. Events like overloading the system or exceeding the capacity of CPU caches can drastically worsen the performance behavior. Therefore, behavior before and after an event should be modeled independently.

For this, we split the measurement domain $G$ into $n$ separate domains and use the above outlined approach for every individual segment. The combined fitting $F$ is denoted as:

$$
F(x) = \begin{cases}
F^1_0(x), & s_0 \leq x < s_1 \\
F^2_0(x), & s_1 \leq x < s_2 \\
\vdots & \\
F^n_0(x), & s_{n-1} \leq x \leq s_n
\end{cases}
$$

The $n$ individual fittings $F^i_0 = (\lambda_i, \hat{p}_i, s_{i-1}, s_i, \eta_i)$ are delimited by $n + 1$ splitting points $s_i$ from the set of possible splitting points $S_n$. The points $s_0$ and $s_n$ denote the lower and upper bound of the measurement domain $G$, respectively. The error $\theta$ and rank $\Phi$ for the combined fitting is a weighted sum of the individual fitting errors $\eta_i$ and function ranks.

To determine the best combined fitting, we apply the AIC-based metric of Eq. 3 to always compare two combined fittings $F_1$ and $F_2$ using $\theta$ and $\Phi$. Eventually, this selects the best modeling function $M$ consisting of multiple partial fittings for this number of splitting points denoted as $M = (F, \theta, \Phi)$. The final model is then defined as $m = (M, \theta, \kappa, \kappa_{\text{rel}}, \gamma)$.

**Determining Splitting Points.** For up to three fittings, we use brute force, i.e., we calculate fittings for all possible combinations of splitting points. This results in a total of up to $O(|G|^n)$ fittings that need to be calculated. Calculating these can be parallelized, while a single curve fitting requires less than 0.5 s, depending on the number of data points.

For a higher degree of splitting points, brute force is not feasible due to increased computational time. Instead, we use a heuristic to determine the set $S_n$. We assume that a performance-altering event is indicated by a drastic change in inclination of the measurement data, i.e., a point after which the slope of the curve alters its direction. Therefore, we calculate the second derivative of the measurement data, approximated by local piecewise derivates using finite differences, and select the x-axis index of local maxima and minima. From these indices we use the $l$ highest absolute extrema as splitting points.

To reduce the impact of measurement artifacts on derivative calculation, we repeat this process while including one or more intermediate steps. E.g., we smooth the measurement data using local linear or polynomial regression. We intentionally perform different rounds of manipulating the measurement data and determining splitting points as each operation, e.g., smoothing measurement data, may improve or worsen the quality of the determined splitting points for the current scenario. We further extend this set $S_n$ by adding the $j$ surrounding data points for each determined splitting point. Extending the set of possible splitting points improves the overall accuracy at the cost of computation time. However, compared to brute force, the number of splitting points can be limited through $l$ and $j$.

Similar to our error metric, the method to calculate derivatives can be replaced with other approaches [2] as plugins. E.g., different filters to reduce the impact of noise, like the Savitzky-Golay filter [18], can be applied to the measurement data before calculating the derivative function. However, these only provide scenario-specific optimized solutions, wherefore, the outlined approach is used by default.

### 3 USE CASE EVALUATIONS

Testing every language component for all target platforms might be infeasible. Therefore, we apply the proposed modeling framework to two different P4 platforms in a case study: a software switch and a SmartNIC hardware platform.

**Setup.** The load generator produces CBR traffic and is directly connected to the DuT. The DuT running the DPDK-based t4p4s [26] P4 switch is equipped with an Intel Xeon CPU E5-2640 v2 clocked at 2.0 GHz and an Intel X540-AT2
NIC. Otherwise, the DuT is equipped with an Agilio CX NFP-4000 SmartNIC from Netronome [1]. Turbo boost and hyperthreading were disabled to reduce performance jitter. The measurements for the t4p4s target were performed in the pos-managed testbed [9], while the NFP-4000 was investigated using the purpose-made testbed. We also extended the framework to gather target-specific metrics on the DuT: CPU cycles and cache misses for t4p4s and frame drops at the ingress buffer for the NFP-4000.

**t4p4s Exact Match-Action Table Entries.** Fig. 2 shows our reproduction of related work [23] for the t4p4s target when measuring the CPU cycles per packet for an increasing number of exact match entries. The modeling framework has identified four different parts that are modeled individually. These can be explained by cache misses also shown in Fig. 2. Initially, a model with a linear factor of 0.072 is proposed, i.e., the behavior is almost constant for less than 100 table entries. DPDK exact match tables use cuckoo hashing with constant worst-case lookup time [6]. Fetching packet header data used for match keys is also constant as it is independent of the number of table entries. However, for the linearly increasing number of table entries, the memory that has to be loaded is also increasing linearly. Starting with approx. $10^5$ table entries, the data no longer fits into the L2 cache, resulting in the increase of L2 misses. At circa $10^3$ table entries, the model switches to a logarithmic function. For more than $10^5$ table entries, data has to be fetched from main memory as indicated by the increase in L3 cache misses. These fetches take significantly longer than fetches from fast caches, doubling the CPU cycles per packet. This transition period is modeled independently as linear function. After the transition, the load operations from main memory outweigh other effects, resulting in a constant model. The overall model has a combined error of 0.730 %.

To model the memory consumption $m^r_e$ we use a modified version of the model proposed by Scholz et al. [22, Eq. 4]:

$$m^r_e(e, r_k, r_a) = 128 B + e \cdot (r_k + r_a + 72 B)$$

with the number of table entries $e$, total key size $r_k$ in bytes, and size of the action data $r_a$ in bytes. We solve Eq. 5 for $e$, using $r_k = 16 B$ and $r_a = 64 B$: Setting $m^r_{e_{\text{exact}}} = 20 \text{ MB}$, the L3 cache size of the used processor, results in $1.32 \cdot 10^5$ entries to fully fill the L3 cache. This point, marked in Fig. 2, is an overestimation as the cache is not exclusively used for table entries. Similarly, the increase in L2 cache misses can be approximated $(1.68 \cdot 10^3$ table entries for $m^r_{e_{\text{exact}}} = 256 \text{ KB}$). While this estimation is close to the point of the detected event, due to access time difference between the L2 and L3 caches of less than 5 ns, the performance loss is not as noticeable as when exceeding the L3 cache [14]. The increase in L1 cache misses is not detected by the automated modeling approach. This is due to the even smaller difference in cache access times from L1 to L2 cache.

**NFP-4000 Recirculation.** In contrast to the software target, the NFP-4000 is capable of handling a scaled number of match-action table entries without packet loss [10], i.e., processes traffic at line-rate even for a large number of table entries, resulting in a constant model. Instead, we use P4’s recirculation feature. Packets are sent once from the egress stage back to the ingress stage that also processes the traffic received from the load generator. For this scenario, MoonGen generates VXLAN packets with a size of 134 B and 1500 B and a load between 1 Gbit/s and 10 Gbit/s.

Fig. 3 shows the received rate and percentage of dropped packets as a function of the send rate for both packet sizes. We observed that the NIC is capable of handling all incoming traffic without packet drops when processing maximum-sized packets. However, when the packet size is set to 134 B, the received rate decreases after 5.7 Gbit/s and then saturates at around 4.9 Gbit/s when further increasing the load. The modeling framework detects this event using a linear and a constant function with a combined error of 0.23 %. The percentage of dropped frames by the NFP-4000 increases proportionally with the observed loss in throughput after 5.7 Gbit/s. This happens because the NFP-4000 fails to process the cumulative throughput of incoming traffic recirculated according to the loaded P4 program. Here, the processing capacity of the NIC is reached when this cumulative throughput approaches the 10 Gbit/s line rate of the NIC. The latter is observed when the packet size is equal to 134 B.
i.e., high packet rate, as the ingress buffer of the NFP-4000 is filled faster with original and recirculated packets. This is further confirmed when looking at the percentage of dropped frames collected at the ingress buffer of the NFP-4000. The minimum packet size at which no packet drop is recorded is equal to 275 B for this scenario.

Discussion. While analyzing the impact of the number of table entries is interesting for the software target, it is trivial for the NFP-4000 as it shows a constant model. We chose the presented findings as a case study as they highlight the capabilities of the framework, supporting multiple targets, investigated in different testbeds, using general and target-specific metrics. The generalization of the framework is vital, as it does not only evaluate one component, but all P4 language components that are currently supported. The entire set of microbenchmarks is generated and, depending on the testbed, can be executed and evaluated entirely automatically. Customization is available by selecting metrics of interest or tuning the model’s parameters. The resulting reproducible models provide an overview of the target’s behavior. Potential outliers can then be further investigated. As future step, we want to use the individual models to deduce a combined model for entire P4 programs. Based on such a model, network operators can decide whether a certain target will suit their requirements, without having to test the program itself.

The framework is limited by its target-dependency. Especially for software targets, a model derived for one platform might not be valid for another. This, however, is counteracted by the huge degree of automation, allowing a new model for a concrete platform to be derived quickly and with low effort. Similar, using individual component models to derive a model for the whole application, e.g., by summing up the models for the components times their occurrence in the program, is target specific. Side-effects and interactions, e.g., compiler optimizations, cache effects, etc., will result in inaccuracies, however, the final model will still provide a rough estimate. The model’s accuracy is limited by the number of data points used for the curve fitting algorithm. This may become a problem for a language component that permits measurements only with few data points, e.g., adding or removing headers is limited by the maximum packet size.

4 RELATED WORK
As more targets support P4 programmability, evaluating the performance of these targets becomes more crucial to identify the strengths and limitations of these targets for a designated use case scenario. A benchmarking suite for P4 targets was first proposed by Dang et al. [5]. In [11] and [12] benchmarks of different P4 devices identify the influential P4 constructs on packet processing latency. Accordingly, a model that relates the packet processing latency on different P4 targets to the loaded P4 programs is derived. In [21], the key properties of different P4 devices are investigated. For software P4 switches, the packet processing rate is evaluated and modeled, whereby the resource utilization is studied for ASIC-based devices. The study in [10] models the impact of flow scalability on processing latency and the data plane’s reaction time to control plane commands. Helm et al. [13] derive analytical models for the performance of P4 and SDN-based switches using network calculus. Lukács et al. [15, 16] propose a probabilistic model of the program execution to calculate the expected cost for a given control flow graph. Thereby, this cost is a result of the sum of the cost of all possible execution paths times their respective execution probability. Through incremental refinement, modeling more parts of the program and providing target-dependent information, Lukács et al. plan to improve the accuracy of the model as future work.

While prior work focuses on benchmarking and modeling the performance of P4 programmable devices, in this work, we focus on providing a methodology and a framework that guarantee a reproducible and automated evaluation of this class of devices.

5 CONCLUSION
We have presented our automated modeling framework that analyzes data plane components in isolation using a model-first approach. The framework focuses on deriving mathematically correct models, which can be used to discover unexpected or wrong performance behavior. Our case study has shown that this is accomplished for different target platforms and metrics. While our modeling approach was developed to analyze data plane components, it can be applied for general network measurement data.

We focus on a high degree of automation to achieve reproducible results. Only a testbed- and a target-specific component have to be contributed for a new testbed or P4 target. These components of the framework have to implement the respective generated specifications.

In the future, we want to combine the models of individual components to predict the performance of entire paths through the data plane. This allows determining average- or worst-case paths, enabling, e.g., worst-case evaluation of the data plane program.
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