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Abstract
Software updates typically require system reboots, leading to service downtimes. We aim to solve this problem for network components allowing updates while avoiding service degradation. In this paper, we explore the integration of eBPF into the P4 pipeline for efficient packet processing. This way, we combine the flexibility and dynamic adaptability of eBPF with the efficiency of P4. The integration enhances the power of applications and enables the network operator to provide customizable data paths as a service. Our solution allows updating the data path at runtime and without downtime. We implement the approach for the P4 target T4P4S, discuss different performance models, and share implementation insights. The evaluation focuses on the overhead in terms of throughput and the costs of code updates expressed in the latency of the related packets. We show that eBPF execution is possible with reasonable costs, promising dynamic network functions within P4.
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1 Introduction
The ever-increasing amount of data traversing the Internet or application demand for low latency, shape the design of packet processing devices. Updates of components impact the latency and reliability of networks. In an ideal world, updates could be performed without impacting the service quality of the network. Software-defined network components equip us with the required tools to implement such seamless updates. In recent years, two powerful technologies for flexible packet processing emerged: P4 and eBPF.

P4 [7] allows programming high-performance packet processing in hardware or software, both in middleboxes and (with the upcoming PNA [8]) at end hosts. Network operators can tailor the packet processing to their needs. Though powerful, P4 functionality is limited. For example, P4 supports addition, subtraction, and multiplication only in powers of two and often relies on external functionality provided by the specific target but not directly supported by the P4 language. Without standardization, the APIs and the implementation of these externs vary between targets, severely limiting the portability of P4 code using externs.

eBPF (extended Berkeley Packet Filters) [13] is a growing and powerful language with fewer constraints than P4, especially for calculations. Its target-independent byte code runs on a VM allowing the extension of network stacks with user-defined functionality. The P4 language is kept intentionally simple to allow fast packet processing. On the other hand, eBPF offers a higher degree of flexibility with specific restrictions to ensure execution times, e.g., bounded loops. Tackling problems from different angles, eBPF and P4 offer similar function at different costs. What stands out particularly is the flexibility of eBPF and the performance achievable with P4. Thus, integrating eBPF into the P4 pipeline may unleash a more powerful and flexible way to program packet processing devices.

More powerful processing: P4 allows only basic arithmetical operations, minimizing complexity and maximizing performance. eBPF allows expressing advanced functionality without vendor-specific extensions, increasing its portability. Programs run on different targets implementing the eBPF runtime environment. Complex applications are realized using eBPF, such as DDoS mitigation [4], IDS/firewalls [5, 37], monitoring [2], or even more complex network functions [27], like a 5G Mobile Gateway [34].

Dynamic reprogramming: eBPF is designed to be just-in-time compiled, enabling switching of its functionality without stopping the execution, in contrast to P4. Integration into the P4 pipeline introduces eBPF’s dynamic and adaptive changes to high-performance P4 data plane processing. This integration goes beyond plain migration of network functions to other devices in case of failures. For example, network operators can offer a programmable data path as a service to their customers. Customer-defined functionality is applied to their flows. Utilizing eBPF, these customized network functions allow more complex processing beyond simple rule or table updates in P4. For instance, customized flow monitoring can be installed, adapted, or removed at runtime. Furthermore, tenants may use network resources for customized in-network computation. An advantageous property of eBPF is its portability utilizing platform-independent byte code that is translated to high-performance machine code on the target platform.

The promising advantages are worth investigating dynamic network functions leveraged by eBPF in the P4 pipeline: This paper (1) discusses approaches integrating eBPF into the P4 pipeline, (2) provides insights into implementation considerations, and (3) presents...
an overview of performance implications. Our implementation extends T4P4S [41]. We demonstrate eBPF execution and its dynamic re-programmability at reasonable costs and throughput rates.

2 Background & Related Work

P4: P4 [7] uses a pipeline to process packets, cf. Figure 1 (in blue), starting with a parser. Afterward, packets traverse match-action pipelines. There, match-action tables, the heart of P4, determine the control flow of the packets. Header fields are matched against table entries, specifying actions to be executed and its parameters. In the end, packets are deparsed. P4 offers full programmability of all stages, non-P4 functionality can be used as externs.

Different targets for P4 exist: Hardware targets provide the highest performance in terms of throughput and latency. The targets range from ASICS, such as the Intel Tofino [23], over SmartNICs, e.g., Agilio Netronome [3], to FPGAs, i.e., the P4→NetFPGA workflow [20] or the Intel P4 Suite for FPGA [22]. Hardware targets usually follow a pipelined approach, processing several packets at different stages at the same time. Thus, synchronization between several stages is more complex. Software targets, on the other side, provide the highest degree of flexibility. With lower performance, software targets run on commodity hardware and allow the easy integration of new functionality. bmv2 [33] is the P4 reference implementation for developing, but offers limited performance. T4P4S [41] and P4-DPDK [30] rely on the Data Plane Development Kit (DPDK) [35], a userspace framework for high-performance packet processing, providing better performance. P4TC [17] is an implementation in the Linux Kernel using Traffic Control (tc). Software targets may either follow a pipelined, or, for a better performance, a run-to-completion model, processing packets iteratively [10].

eBPF Data Planes: The concept of programming the data plane with eBPF has been discussed previously. Jouet et al. [24] built BPFabric, a programmable software switch integrating eBPF. They demonstrated BPFabric’s capability for complex packet processing. The uBPF project [1] ported the in-kernel eBPF VM to userspace. eBPF expressiveness is demonstrated in the P4 to eBPF/ uBPF:/ XDP compiler back-ends [31, 32, 39], generating eBPF code out of P4. A concept that was further extended by Osiński et al. [28]. Apart from P4 targets, eBPF was also ported to other network devices. For example, Tu et al. [40] integrated eBPF into Open vSwitch with OVS-eBPF and -AFXDP.

Hardware Offloading: NIC offloading is an active field of research. XDP (eXpress Data Path) [19] is a high-performance data path offering a low-level interface for eBPF. The concept is similar to our approach, offloading specific functionality from the usual P4 processing. There exist specialized processors for both languages, especially in SmartNICs [3], Kicinski et al. [25] showed a method to offload eBPF/XDP execution to SmartNICs, allowing an accelerated execution on Netronome NFP-based NICs. Salva-Garcia et al. [36] built a framework that allows offloading network functions using eBPF and XDP. They realized their implementation on Netronome SmartNICs.

Runtime Programmability: Changing functionality on data planes during runtime has been investigated as part of (capsule-based) active networking [38]. Das et al. [9] implemented an instruction set in P4 to express packet processing tasks that can be changed during runtime. Xing et al. [42] developed FlexCore enabling a partial reconfiguration of data planes at runtime. Feng et al. [15] extended P4 to enable in-situ programmability. Our approach also allows runtime updates but relies on the well-defined eBPF language.

All related works investigate a single language or technology to solve a problem. We take a different perspective by combining two technologies, P4 and eBPF, keeping their specific advantages. This way, packet processing tasks can be expressed in P4 and partially extended where eBPF is more appropriate to use or dynamical reprogrammability is required.

3 Approach

In this section, we describe fundamental approaches for eBPF execution environments in P4 and discuss advantages and disadvantages of possible use cases and their implementation. We distinguish between a fixed and a flexible placement of eBPF programs in the P4 pipeline. Both approaches can be combined with different modes regarding the dynamicity of the eBPF program: static, pre-defined, or extensible. Extensibility requires security mechanisms to prevent unauthorized eBPF program replacement. Approaches, modes, and their security implications will be discussed subsequently.

3.1 Placement in the P4 Pipeline

First, the question arises where in the P4 pipeline the eBPF functionality may be called. This question influences the capability of such a hybrid data plane and its requirements. The first approach (fixed), extends the P4 v1model to allow pre- and post-processing packets in eBPF, before, after, or in between the P4 pipeline. The second, dubbed flexible, allows the functionality to be called within the P4 pipeline and follows the usual extern approach of P4.

Fixed Components: The fixed approach extends P4’s well-established v1model, depicted in Figure 1. The eBPF processor(s) can be placed at three different locations:

(1) eBPF as a pre-processor: That way, the pre-processor pre-filters the packets before they arrive at the P4 pipeline. The return value of the executed eBPF program determines if packets are dropped or forwarded to the P4 pipeline. This pre-processing helps relieve the P4 pipeline, potentially decreasing the number of packets traversing the pipeline. Such relief is of particular interest if: a) the execution of the P4 pipeline is expensive, i.e., the P4 program is complex, or b) the incoming traffic contains a considerable percentage of packets to be dropped anyway. Apart from dropping, arbitrary pre-processing of packets is possible; therefore, e.g., the use cases from Section 1 apply.

(2) eBPF as a mid-processor: Located between ingress and egress pipeline, e.g., in the traffic manager. There, calculations on header fields may be performed, which cannot be expressed in plain P4.

(3) eBPF as a post-processor: The post-processor can either perform final actions, such as calculations, cryptography/layering, or decide to drop or forward a packet.

All options have in common that an enabled processor will be executed for every packet. Processing a subset of packets is only possible if the P4 pipeline itself drops them. Moreover, the processing is performed on the whole packet. Therefore, the eBPF program can access and modify the entire packet. In case the program was delivered by a third party, this access can be considered harmful.
for security reasons. Conversely, a fixed place of the eBPF functionality in the processing path eases the implementation, especially in hardware targets. For software targets, the processing can be done in batches; for hardware targets, especially SmartNICs, fixed eBPF/XDP processors already exist, e.g., in the Netronome Agilio CX [3].

**Flexible Externs:** The flexible approach is based on P4 externs shown in Figure 2. Externs can be used to add new non-P4 functionality to supported targets. This approach defines a new eBPF extern, which can be used several times and anywhere in the P4 program. Thus, different functionalities can be placed in the eBPF externs. There are two possible options: Depending on the API call, the extern may access and modify either the whole packet or read only specified header fields. Accessing entire packets offers the highest flexibility and, e.g., allows to compute hashes on the whole packet. With read-only access to specific header fields, no header field modification is possible; only the return value is accessible from the P4 pipeline. However, it decreases the amount of data leaked to the eBPF extern. In both cases, eBPF extern execution can be limited to a subset of the processed packets, e.g., by putting the call in an \texttt{if}-statement. Such conditional calls decrease the overhead of the eBPF execution for undesired packets significantly increasing flexibility. However, conditional execution may reduce the performance of software targets due to branch and cache misses. Plus, it may be harder to implement on hardware targets due to the pipelined approach. Furthermore, the eBPF processors on a hardware target may be limited in their amount of available resources.

### 3.2 eBPF Functionality

Both fixed and flexible approaches support three modes of eBPF functionality: static, pre-defined, and extensible.

**Static:** In static mode, fixed, non-changeable functionality is bound to the components during initialization, extending the P4 pipeline.

**Pre-defined:** In the pre-defined mode, a pre-implemented and fixed set of functionality is given during initialization, which can be activated and bound to the eBPF modules on demand during runtime. The functionality can be specified, e.g., by the path of the program. The network operator may provide different functionalities already implemented in eBPF, which the tenant can activate.

Then, the tenant can pick functions out of the provided templates and start the execution for the upcoming packet from the flow belonging to them. As a result, the network operator can ensure that the programs meet given requirements, such as runtime boundaries or security.

**Extensible:** The extensible mode goes one step further. There, new programs can be sent to the P4 target’s data plane. eBPF programs may be specified using C code or eBPF binaries. The inputs are processed on the P4 target and bound to the given eBPF module, as before. eBPF binary deployment offers benefits: Avoiding compilation from source to byte code reduces overhead and utilizes eBPF’s platform independence; the same byte code binary can be used on any target supporting eBPF and is JIT compiled to machine code at runtime. Using the extensible way, updates of the data plane functionality is possible without interruption. Tenants have almost complete freedom to decide on the packet processing of their flows; a flow or stream could define itself, how it should be treated. Moreover, functionality can be moved from one device to another for redundancy or failure recovery.

### 3.3 Security

The possibility to remotely change code requires appropriate security mechanisms. We identified two main concerns: the authenticity and trustworthiness of code updates. For both, we suggest measures to secure dynamic functions:

**Authenticity:** Code updates must only be triggered by selected, authenticated, and authorized tenants. Otherwise, an adversary may compromise packet processing tasks. Authenticity is ensured by adequate cryptographic procedures. Additionally, tenants should only be allowed to change the processing of their own flows. In P4, this can be handled using appropriate tables and table entries.

**Trustworthiness:** Remotely installing new code is potentially dangerous. Therefore, the execution of the eBPF code must be strictly limited to the tenant’s own packets, not impacting the processing of any other flow. Further, harm to the data plane processing itself must be prevented. Unrestricted code execution requires a high level of trust between network operators and tenants. Otherwise, the executed programs must be isolated or restricted in their power. Fittingly, isolation of eBPF is one of its design goals since it runs...
on a virtual machine. Originally, the Linux kernel has enforced the isolation running it in the kernel space. This is different when eBPF runs in user space or on the data plane. On the other side, the eBPF program then has fewer rights given by the operating system and it is still isolated from other processes. Another possible approach is to restrict the allowed instructions only allowing instructions that will not harm the system, such as arithmetic, logical, or conditional operations. For that, the source code or the compiled eBPF binary can be checked using static analysis.

4 Implementation

Following the introduction of possible approaches, this section discusses the implementation thereof. We implement all the approaches for eBPF in the P4 software target T4P4S. As an open-source software target, T4P4S is extensible. T4P4S transpiles P4 code into C code linked to the state-of-the-art packet processing framework DPDK, allowing high performance. Therefore, T4P4S is an excellent choice for the creation of prototypes. Our implementation is based on commit 2388915 [29]. T4P4S uses the batch-processing of DPDK and follows the run-to-completion model to maximize performance [10]. A batch of packets is received from the NIC at once. Then, each packet traverses the generated P4 pipeline iteratively. Afterward, the whole batch is sent out. This model minimizes expensive memory accesses and optimizes throughput.

For the execution of the eBPF code, we rely on the built-in eBPF support of DPDK (which is also the foundation of T4P4S) using the rte_bpf library [11]. It allows JIT compilation for x86_64 architectures and offers tx/rx-device callbacks to the DPDK program [12], which our implementation uses for the pre- and post-processor. Hence, every packet received or sent is put into the eBPF execution callback in a batched way. Conveniently, DPDK [12] supports dropping packets if the return value of the eBPF program is zero. For the mid-processor, we use a non-batched eBPF call, which is executed on each packet between the generated code for ingress and egress processing. The limitation of this implementation is that packet modification only works if the valid headers remain unchanged. This limitation is caused by T4P4S which reorders packet headers at the end of the P4 pipeline, at the deparser. Up to this point, the headers may be located at other than the expected offsets.

Implementing the eBPF externs works similarly to the mid-processor relying on the DPDK eBPF execution environment. If the read-only call is performed, the specified header fields are copied into one continuous memory area, which is handed over to the eBPF program as a pointer. In case the eBPF processing is performed on the whole packet, the same requirements for header reordering stand.

As mentioned, both approaches work in different modes. In the static mode, the specified program, i.e., the path to its compiled version, is bound to the component during the initialization of T4P4S; in pre-defined the program can be bound and changed during runtime specifying a new, but pre-defined path in the P4 program. In the extensible mode, new programs can be added and executed during runtime either by source C-files or by compiled eBPF binaries. These binaries are written to a temporary file, which is bound to the component on the fly. However, in case of the callback-driven fixed components, the change will only take effect starting with the next batch of packets. Source files must be compiled before binding. The compilation uses clang: clang -O3 -target bpf -c dummy.c

Before installation, we check the authenticity of code updates using BLAKE3 [6]-based message authentication codes (MAC) with a 256-bit pre-shared symmetric key. The validation is not part of the P4 pipeline but occurs directly inside the eBPF modules. If the authenticity cannot be validated, the update is rejected.

Our source code and example programs are publicly available at GitHub [26]. Despite minor fixes, it introduces a latency-optimized version used for our evaluation and the support of the presented eBPF components.

5 Evaluation

In this section, we describe the setup and methodology of our experiments. Furthermore, we show and discuss their results. First, the influence of eBPF processing on the forwarding performance is investigated. Second, the occurring latencies around dynamic function changes are analyzed in detail.

5.1 Setup

Our evaluation uses a three-host setup. All three nodes are equipped with an Intel Xeon CPU D-1518 (4 × 2.2 GHz), 32 GB RAM, and dual-port Intel X552 NICs (2 × 10 Gbit/s). The Device under Test (DuT) runs on Debian Bullseye (kernel 5.10), executing the eBPF-capable version of T4P4S on a single isolated CPU core. Each received packet is processed by the DuT and forwarded back to the load generator (LoadGen). On the LoadGen, we use MoonGen [14] to create traffic for the DuT. The traffic consists of 84 B sized packets (88 B with CRC), each featuring a unique identifier. Both links are monitored via passive optical splitters on the timestamper host. The timestamper timestamps each incoming packet with a precision of 12.5 ns [21]. Out of the timestamped data, the latency can be calculated by matching unique identifiers. Our experiments are orchestrated using pos [16] to ensure reproducibility.

5.2 Overhead of eBPF components

At first, we measure the induced overhead of the eBPF programs, i.e., the static mode. For reference, we use a baseline P4 program, forwarding all packets without any eBPF execution enabled. We compare the baseline with the execution of eBPF programs at the different possible fixed locations before (pre) or after (post) the pipeline, or at the traffic manager (mid) with the execution as extern. The latter is done for both, the whole packet or only two 32-bit wide fields. To highlight the impact of different functionality, we use three different programs: (1) dummy program just returning a non-zero value to quantify the overhead of the eBPF execution itself, (2) filter program emulating a pre-filtering of incoming packets checking for one blocked source IPv4 address and one blocked UDP port. Note that real filtering can only be done in the pre or post position; and (3) a change program, which changes the source IPv4 address emulating a write access to the packet. Note that packet modification is not possible in the normal extern.

The maximum throughputs are depicted in Figure 3. First, we compare the maximum throughputs for the dummy programs. The fixed components perform better than the externs. The pre- and post-processing decreases the throughput by ≈ 6.8% and 6.0%,
respectively. Both processors are topped by the mid-processor’s decrease of ≈ 11.23%. The batched DPDK callback implementation increases processing efficiency compared to the non-batched one in the middle. Executing eBPF as externs decreases the forwarding performance by ≈ 25.1% if only some header fields are used and by ≈ 20.9% if the whole packet is passed to the eBPF function. The first case is more expensive as the two header fields must be copied first. In the second case, the packet is handed over by reference, which comes with the limitations mentioned in Section 4.

We can determine the average of used CPU cycles (C) per packet using CPU frequency (f_{cpu}) and packet rates (r). Results obtained with this model are depicted in Figure 3:

\[
C = (f_{cpu} / r_{testcase}) - (f_{cpu} / r_{baseline})
\]

We observe a similar performance behavior for the other programs. The overhead is smaller for the fixed positions than for the flexible externs. The more complex logic for the filter program also increases the modeled CPU cycles for the pre position. Packet modification is even more expensive. This changes for the mid and post position. There, filtering seems to be more costly. We assume caching effects to be the root cause. Before the P4 pipeline, the packets and their contents had not been touched. Then the usual rules are valid, that modifications are more expensive than lookups, even if the logic is simpler. After traversing (parts of) the P4 pipeline in T4P4S, the packet data has been fetched to the cache. As a result, the modification of already cached data becomes less expensive. Additionally, the more complex logic for filtering (two conditional checks instead of one straightforward modification) becomes more expensive in terms of CPU cycles.

### 5.3 Dynamic Program Loading

Dynamic changes of the loaded program introduce additional costs. To investigate these costs, we use a latency-optimized version of T4P4S with a batch size of one. This enables us to see the impact of loading a new program directly in the measured latency. To investigate a non-overloaded system, we use a moderate packet rate of 116 kpps (100 Mbit/s). First, the dummy program is loaded and applied to the first 10⁶ packets. After that, the next program contains the new program to be installed (change packet). In our case, we install another dummy program to only measure the influence of the change. Afterward, another 4 · 10⁶ packets traverse the data plane with the new program. We investigate the impact of the three possible types of updates: loading a new program from memory (i.e., pre-defined), from the source code, or the binary given in the change packet (i.e., both extensible). For the two extensible approaches, we also measure the authentication overhead. Further, we investigate the impact for the extern and the pre-processor since mid- and post-processor work similarly.

Figure 4 depicts the latencies for the packets before, during, and after the changes for the pre-processor and the extern positions for one test run. Figure 5 shows the latencies of only the packet changing the program for ten test runs.

**Memory:** Update per memory means that the incoming change packet specifies an ID that is mapped to a program that should be loaded. The change has, as expected, a significantly higher latency (median: 168 µs) since there the new program is applied. A few following packets are also affected. The reason for the increased latency may be either the filled buffer, or the worse branch prediction/cache optimization directly after the new program is executed the first times. Afterward, the latency is the same as before since the semantics of the new program are the same. A similar picture is drawn for the extern with the difference that the latency of the change packet is smaller (median: 109 µs). In the extern, the new program has just to be loaded into the execution environment, while in the pre-processor, it has additionally to be bound as the callback for the queue.

**Source:** Here, the change packets contain the source code, which is compiled and bound to the execution environments. The latencies are depicted for the pre-processor and the extern in Figures 4-1b) and 2b). We used the -O0 compiler flag to reduce the compilation time and its contribution towards latency. However, even then, the approach is subjected to high latency (44 ms, 36 ms), resulting in filled buffers and subsequent packet loss. Choosing a better but more complex optimization strategy (e.g., -O3) would lead to worse behavior at the moment of the program change.

**Binary:** To avoid the compilation delay to byte code, we investigate the dynamic integration of eBPF binaries. Figures 4-1c) and 2c) show the latencies for the two positions. In both, the latency of the change packet is increased but regresses swiftly. Again, the change introduces less latency to the extern (median: 127 µs) than to the pre-processor (median: 174 µs).

**Authenticated updates:** As discussed, dynamic code changes have to be secured. Authentication introduces a median latency of 180 µs (+6 µs) for the pre-processor and 130 µs (+3 µs) for the extern. Given the limited impact of authentication on latency, authenticated dynamic updates are feasible.

### 6 Discussion

We implemented and investigated the integration of eBPF into the software target T4P4S. When implementing it into hardware targets, different requirements arise. Fixed position components may be easier to integrate than flexible externs. Preprocessing in
eBPF is already performed on SmartNICs [3]. Implementing externs inside the P4 pipeline becomes more challenging due to the fixed clock rates between the pipeline stages. Conditional eBPF execution would likely not result in a performance gain for the packets that do not use the extern. Instead, the latencies are likely to be constant, independent of the executed control flow of each packet [18]. Another difficulty is to synchronize the execution times required for each stage. For that, the existing validators for eBPF guaranteeing maximum cycle counts can help. The same requirements hold for extensible updates, and maximum cycles have to be defined. Again, validators can help calculate maximum cycles. This requirement is more relaxed in software targets, i.e., run-to-completion targets.

eBPF helps ease runtime adaptability for hardware and software targets. P4 is a domain-specific language designed for packet processing exclusively; therefore, its execution can be optimized in hardware targets. The results show that providing new functionality by distributing its source code is not feasible. Conversely, a natively compiled binary can only be used on one specific platform. As eBPF can be distributed as platform-independent byte code and, as the results show, be installed in a timely manner, it is well-suited to enable such mechanisms. The same binary can be used for all targets, hardware, or software. The JIT compilation unleashes full performance, optimizing it for the underlying machine architecture.

7 Conclusion

We discussed, implemented, and evaluated different approaches to offload eBPF execution within P4. The overhead is smaller for fixed-position components than for flexible externs. Fixed-position components are likely easier to integrate into hardware targets. However, externs are more flexible in their usage. For dynamic changes, the fastest option is to activate pre-defined eBPF programs. However, the more powerful extensible updates, relying on eBPF binaries, are feasible. Dynamic updates allow an interrupt free service of the network. A dynamic network function can be implemented and secured, leveraging authenticated updates. On the other hand, sending dynamic updates using the source code proved impractical due to the significant compilation overhead, which eventually causes packet loss.

The results demonstrate that eBPF execution with dynamic and seamless updates is possible, enabling a variety of new applications. The source code of our implementation is available on GitHub [26].
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