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Abstract

Real Time Performance Management (RTPM) is ex-
pected to be a key features of future developments of mobile
networks. Although it is already requested by operators of
mobile networks only basic approaches have been realized.

Implementing access to real time performance data in
a mobile network, with a large number of manageable
nodes, leads to a huge resource consumption. Not only net-
work bandwidth but also processing resources. Current PM
schemes can hardly be extended to support real time perfor-
mance management.

We present a policy based approach that is capable to
deal with challenges imposed by the request for real time
performance data. Typical workflows are identified and
analysed. Based on these analyses a policy based per-
formance management system is introduced that allows a
balanced configuration which does not exceed available re-
sources but still satisfies the information requirements of the
human operators.

1 Introduction

Performance management in today’s networks is mostly
based on offline processing of data. Information on the
network performance is gathered in a fixed work cy-
cle: Performance data, generated at the network elements
(NEs), is gathered at the end of a 3GPP defined gran-
ularity period (GP) [5]. After that the data is copied
into a standardized Performance-Measurement-Result-File
(PMR-File) [4] which is then transferred to a storage at the
Element Management System (EMS), where it is available
for further processing.

Operators use an offline tool set to generate measurement
reports where raw measurement values are aggregated into
more meaningful ones, so called Key Performance Indica-
tors (KPI). Although using standardized counters [6], KPI
definitions are vendor and operator specific. However, there

are efforts to standardize operator independent KPI defini-
tions [7].

Depending on the information included, these reports are
used to conduct different types of analyses:

1. Long Term Analysis: Data collected over a very long
period of time (several weeks or months) is analysed to
detect long term changes in the Network. For example:
increasing load in a certain region of the network.

2. Mid Term Analysis: The data of several days is anal-
ysed. For example to check if changes applied to the
network have the intended results.

3. Short Term Analysis: These analyses are mainly used
to manage the network on special occasions where the
operator expects or knows about performance prob-
lems. Typical situations when short term analysis is
used are the monitoring of the network performance
during a fair or sporting event where a load much
higher than regular is expected, or on customer com-
plaints.

For two reasons today’s Short Term Performance Manage-
ment does not include real time data. On the one hand
the usage of real time data would consume a large share
of all available resources and on the other hand 3GPP per-
formance management standards do not define granularity
periods less than 5 minutes.

We use the term real time data for data that is gener-
ated, transmitted and displayed with a minimal delay. This
means that instead of the standard file based performance
data transport scheme a stream like transport scheme which
ensures a minimal end to end delay is applied.

Today’s PM schemes mostly use a minimal GP of 30
minutes to reduce the negative impacts caused by the gath-
ering and transport of data on the network itself and the at-
tached network elements. This results in the fact that even
if the data is immediately processed the delay between oc-
currence and detection of an event can be up to 30 minutes.
Real time access to performance data would increase the



possibilities for short time analyses. If the operator had real
time access, he could perform sophisticated performance
management and possibly detect and solve upcoming prob-
lems before there are any noticeable negative effects.

There are several limitations that prohibit a simple reduc-
tion of the minimal granularity period down to for example
one minute:

1. Processing Power: Due to the large number of avail-
able performance counters gathering them into a PMR-
File is very time- and processing power consuming. If
this had to be done more frequently there would not be
enough processing power to finish the task before the
next GP ends.All processing of the raw performance
data into a human readable format for a large number
of network elements is done at EMS level, which con-
sumes a large amount of processing resources at EMS
level.

2. Bandwidth: The bandwidth available to transmit the
collected data is limited. For example the total man-
agement bandwidth for a 3G Radio Network Con-
troller (RNC) is 2 MBit/s, whereof only a fraction is
available for performance management data. There-
fore it could happen that it is not possible to transfer
all data that has been gathered within one granularity
period.

3. Human limitations: In this basic scheme, the opera-
tor is faced with all incoming data. He has to decide
whether the data indicates a normal, critical or up-
coming critical situation. Even if short term analyses
would only be performed for a small set of network el-
ements it is hard for the operator to monitor and assess
all incoming data.

To overcome these limitations two major changes have
to be applied to reach the goal of real time performance
management:

1. Preprocessing: If the processing steps on the gathered
information are already performed at NE level the con-
sumption of as well bandwidth and processing power
at EMS level can be reduced.

2. Data Restriction: The second method that can be used
to reduce the resource consumption is the restriction
of the data gathered. The measurement jobs are con-
figured in a way that they only retrieve the information
that is of interest.

To improve such a setting the usage of a policy based
RTPM subsystem at EMS level is proposed. It automati-
cally monitors incoming values and independently changes
the configuration of the measurement jobs responsible for
the data collection. In this approach the operator is only
notified in critical situations.

2 Basics

This section shows the basics needed for the presented
approach.

2.1 Basic Performance Monitoring Work-
flow

This section describes the performance management
tasks performed by the human operator for monitoring net-
work elements.

1. Monitoring incoming measurement results:
One of the major tasks of a human operator is to mon-
itor incoming measurement results. While there are no
critical situations the operators checks the trends of the
KPIs in order to assess the future state of the network.

2. Configuration of the network elements:
There are two basic possibilities that are mainly used
for NE PM configuration, activation and deactivation
of measurement jobs and the adjustment of GPs.
To reduce the load on processing and transmission
units only some basic measurement jobs are activated.
They provide a basic overview on the networks state,
but no detailed information. In case of a detected pos-
sibly critical situation, measurement jobs which pro-
vide additional information are activated. After the sit-
uation is back to normal they are suspended. Even if
the performance management system features access
to real time data, the operator cannot activate real time
data streams with a small GP on all NEs, this would
consume all resources available. Therefore only mea-
surement jobs which provide basic information are ini-
tialized with a longer granularity period, all other mea-
surement jobs are suspended. The granularity period
can be adapted to the state of the network to satisfy the
requested level of information.

Figure 1. Basic PM Workflow

2.2 Policy Based Management

Policy based management systems are mainly used
within complex, dynamically changing environments. The
policy based approach separates the logic from the imple-
mentation, which allows the user to install the system and



afterwards specify and change the policies at runtime. Poli-
cies can be specified in a very abstract way so that only a
few policies are needed to deal with a broad range of events.

The policy framework parses the high level policies and
turns them into machine understandable codes, which are
then deployed to the policy enforcement point. In case of
a policy event, the policy conditions are checked and based
on these checks actions are triggered.

The power of policy based management systems can be
used to the full extent, if it is possible to formulate as many
tasks previously performed manually as possible into non
interfering condition-action-pairs. Those can then be trans-
formed into policies and the tasks can be performed auto-
matically.

2.3 Policy Based Performance Manage-
ment in Mobile Networks

Mobile networks are very complex distributed systems
with a large number of attached and interconnected nodes.
For performance management the operators have to cope
with a large amount of performance data generated by the
network elements. Using policy based performance man-
agement here aims to introduce the flexibility and the power
of the policy based approach. The main intention is to uti-
lize the provided capabilities to improve real time perfor-
mance management. Especially to reduce the processing
time of measurement jobs that provide the performance in-
formation.

2.4 RTPM Basics

This section describes a generic RTPM system that sat-
isfies all preconditions.

The generic RTPM system provides measurement jobs
which are configurable in two ways. For the basic job spec-
ification the operator has to provide the information which
counters should be collected and how they should be pro-
cessed. Which mostly is a formula that uses the counter
values to calculate a KPI. After the jobs are up and running
they can be adapted to different situations by changing their
GP to any operator defined value. This mechanism can even
be used to suspend measurement jobs by inserting a infinite
value for the GP. If the job should be reactivated the GP is
reset to a finite value.

We use a generic RTPM system which consists of three
basic domains (c.f. Figure 2):

1. NE-Domain: Contains the network elements.

2. EMS-Domain: Contains the policy based RTPM Sub-
system.

3. Operator-Domain: Contains all tools used directly by
the operator.

Figure 2. Dataflow of the generic RTPM Sys-
tem with 3G NEs

3 System Design

As the basic PM functions of 3G networks are already
located at the EMS level it was decided to place the policy
framework at the same level. The policy system receives
incoming performance measurement values, analyses them
and performs the actions predefined by the network opera-
tor. There is a broad range of possible actions that can be
taken. Information can be gathered, analysed and processed
and afterwards be sent to the operator console, or configura-
tion changes at network element level can automatically be
triggered. Possible configuration changes are for example
the activation or deactivation of measurement jobs, changes
of their granularity periods or any other possible configura-
tion of network elements.

The main problem is the definition of the policies. Man-
aging a mobile network is a very complex task, there are a
lot of cause and effect interconnections that complicate the
specification of simple condition - action pairs. On this ac-
count the next section shows an example that is quite simple
but demonstrates the power of the policy based approach.
We use two different approaches, a basic, EMS centric ap-
proach where all decisions are taken at EMS level. The
second, distributed approach corresponds to the expected
evolution of mobile networks and therefore delegates some
parts of the information processing to the network elements.

3.1 Basic, centralized approach

In order to identify automatable tasks, the RTPM work-
flows were analysed (c.f. Section 2.2.1). These analyses
showed, that a major enhancement could be reached by
automating two tasks. The monitoring of incoming mes-
sages carrying performance information and the application
of configuration changes to measurement jobs

Because of the complex interconnections of different
causes and effects this system does not trigger any coun-
termeasures but only controls the measurement jobs on a



possibly large number of network elements.
The main intention is to reduce on the one hand the

resource consumption as much as possible but on the
other hand to increase the information available to the
human operator in critical situations.

The basic system is very simple. It can be described in
a state-machine-like way with only three states (c.f. Fig-
ure 3). It is based on the assumption that critical situations
can be detected by defining and monitoring thresholds for
KPI values. Changing the message rate corresponds to a
state transition.

Figure 3. Finite state machine like represen-
tation of the possible states of the system

The different states of the system correspond to the fol-
lowing tasks:

1. Value Prediction: This is the state for non-critical sit-
uations. In this state the measurement jobs provid-
ing detailed information are deactivated and all active
measurement jobs have comparably long granularity
periods (e.g. 10 minutes). Incoming KPI values are
used for two tasks. They are checked whether the
threshold has been crossed. In that case the system
directly changes into alarm state. To reduce the risk to
miss a critical situation and minimize the time between
the occurrence and the detection of critical situations,
received KPIs are also used to calculate a prediction of
the next values. The prediction is also checked against
the defined threshold, in case it is above, the system
reduces the granularity period of the affected measure-
ment jobs to a middle value to increase the information
available, by increasing the message rate.

2. Threshold Monitoring: After the value prediction in-
dicates an upcoming critical situation and the message
rate is increased the system discards the value predic-
tion and enters a pure monitoring mode. Incoming KPI
values are checked if they crossed the threshold or not.
If it is crossed, the system changes into the alarm state,
if the monitored values do not cross the threshold for
a certain time the system is reset into value prediction
mode.

3. Alarm State: As soon as a basic KPI crosses the thresh-
old all corresponding measurement jobs, that provide

detailed information, are activated and the operator is
informed about the critical situation. If the KPI val-
ues received stay below the threshold for a predefined
time, all but the basic measurement jobs are stopped
and at the same time the granularity period of the basic
measurement job is increased to a middle value.

The policy system can be used to preprocess and ana-
lyze the received KPI values before they are forwarded
to the operator console. If the operator receives mes-
sages which already contain a first analysis, reaction
advices and information on possible interconnected
problems, the reaction time and the possibility of miss-
configurations can be reduced. If causes and effects
are completely understood, the policy system can even
be used to trigger countermeasures, but this is out of
scope of this paper.

3.2 Evolutionary, distributed approach

The presented system uses a centralized approach, where
all management logic is located at the element management
system. But following the expected evolution of mobile net-
works, parts of the policy system and large parts of the logic
could be distributed to the NEs. Because most of the infor-
mation from the NodeBs is concentrated at the RNCs the
logic is placed at RNC and not at NodeB level. Still, this
will result in an additional load reduction at the network
links and the policy system at the EMS. Although the pre-
sented system already tries to reduce the number of trans-
mitted messages, already in a non critical state the large
number of network elements generate a huge number of
messages that have to be processed.

In this evolutionary approach the tasks: “Value Predic-
tion” and “Threshold Monitoring” will be located at the net-
work elements. The measurement jobs at the NEs will not
emit any messages until the critical threshold is crossed. As
soon as this happens an alarm message will be sent to the
policy system at EMS level. Now it can be decided whether
to request high rate real time information from the mea-
surement job at network element and possibly activate more
measurement jobs or not. Such a decision can be based on
the load situation at the EMS, link load or any other operator
defined criteria.

It is obvious that not all of the logic can be shifted from
the EMS to the NEs. To be able to deal with problems af-
fecting multiple NodeBs assigned to different RNCs.

4 Evaluation and Results

The main focus of the evaluation is on the reliability in
detecting critical situations, the number of messages trans-
mitted and their impact on the network links. In particular



it is examined if it is possible to discover all critical situa-
tions with a minimal average delay between occurrence and
detection. Finally it will be estimated how many concurrent
measurement jobs in which configuration can be supported
by a present day third generation mobile network.

4.1 Evaluation Setting

All evaluations are conducted with an identical data ba-
sis. The data originates from a real network[10], the in-
formation is stored in a file containing all counter values
needed to calculate the “BranchAdditionFailure-Rate” as
basic KPI and the “Intra NodeB-”, “Intra RNC-” and “In-
terRNC” KPIs as so called Sub-KPIs. Sub-KPIs incorporate
only a subset of the counters used for the basic KPI calcula-
tion, for this reason they provide more specific information.
For the evaluation a PM data tracefile holding the values
of a 24 hours measurement cycle with a resolution of one
minute was needed. As there are no such files available, the
file was generated by interpolating another file holding the
values with a 30 minutes resolution. Critical situations are
defined as periods where the KPI value exceeds an opera-
tor defined threshold. We used a static threshold of 20%.
This means that seven critical situations with duration be-
tween 15 and 24 minutes are detectable. Figure 4 shows the
changes of the basic KPI within 24 hours. The following

Figure 4. Changes of the basic KPI within 24
hours

PM schemes are compared:

1. Conventional PM: Constant 30 minutes GP, transmis-
sion of the full counterset, no matter how many of the
counters are needed.

2. RTPM1: Fixed one minute GP, four active measure-
ment jobs, constantly calculating and sending all KPI
and SubKPI values.

3. RTPM2: Variable GP, controlled by the policy based
EMS subsystem (possible values are 1, 5 and 10 min-

utes). Dynamic activation and suspension of measure-
ment jobs.

4. RTPM3: This scheme is basically identical with
RTPM2, but most of the logic is shifted to the network
elements (Compare Section 3. 3.2). The system is con-
figured to activate high rate messages from all four
measurement jobs whenever the threshold is crossed.

The comparison of the RTPM-Schemes is based on the fol-
lowing values measured:

1. Total number of messages emitted within 24 hours

2. Comparison of the number of messages sent per hour
(min, max, avg)

3. Comparison of the delay between occurrence and de-
tection (min, max, avg)

4. Number of detected critical events.

5. Number of predicted but not occurred threshold cross-
ings.

6. Impacts on communication links

4.2 Results

The following subsection shows the results of the mea-
surements conducted.

4.2.1 Number of Messages Exchanged

It is obvious, that compared to today’s PM-Schemes, the
number of messages generated by the RTPM-Schemes with
shorter granularity periods and per job message transmis-
sion will be increased. In the scenario with a fixed one
minute GP and all four measurement jobs active, a single
network element will emit 5760 messages within 24 hours.
But already by applying the first scheme with a variable
GP (RTPM2) the number of messages drops to a total of
947. RTPM3 does not result in a comparably strong reduc-
tion. Using this configuration 757 messages are transmitted
within 24 hours. Table 1 shows the message statistics for the
schemes with variable granularity period. The numbers in
brackets give the total number of messages for all four mea-
surement jobs. Looking at the message rate statistics shows
that there is only a minor difference of the maximal number
of messages. This can be explained by the fact that when
in Alarm state both schemes emit the same number of mes-
sages. The more network element centric scheme (RTPM3)
suppresses only all low and middle rate messages. If there
was a critical situation with a duration greater than 60 min-
utes the maximal number of messages would be 60 (240)
for both schemes.



Table 1. Result Table: Message rate statistics

RTPM2 RTPM3
Min /hour 6 0
Max /hour 47 (173) 43 (161)
Avg /hour 16 8

4.2.2 Detection Reliability

One of the main intentions in using real time data is to
enhance the detection reliability and reduce the detection
delay for critical situations. Figure 5 shows that both ob-
jectives are met. The policy controlled schemes detect all
seven critical situations with an average delay of 3.57 min-
utes, while the conventional scheme misses three critical
situations and has an average detection delay of about 25.5
minutes. Because of a very simple prediction algorithm,
which only uses the average changes of the last five mea-
surements to calculate a possible next value, three predicted
critical situations did not become critical.

Figure 5. Delay between the start and the de-
tection of a critical situation

4.2.3 Impacts on Communication Links

In order to estimate the impacts on the communication
links, variations of the following scenario were examined.

The question is which configurations can be used to
monitor a RNC domain, using the policy controlled RTPM
schemes. As a basic scenario a RNC with a 2 MBit/s O&M
link to the EMS is assumed. Only 33% of the O&M link
are assumed to be available for performance management
(Furtherly referred to as PM Link). This limits the maxi-
mal amount of data per hour to 300 MB. The RNC domain
comprises 1000 cells with 10 basic KPIs that are to be mon-
itored. Each of them has three additional SubKPIs. A KPI
message is assumed to be 500 Bytes long.

Four different variations of the scenario are examined:

1. Fixed one minute GP (RTPM1): Already the monitor-
ing of the basic KPIs on all cells will use exactly 100%
of the PM-Link capacity. SubKPI values cannot be re-
quested without suspending other measurement jobs.

2. Policy Based PM with changing GP (RTPM2): Us-
ing the results shown in Table 1 shows that monitoring
only the basic KPIs a maximal number of 47 messages
per hour has to be transmitted. This results in a PM-
Link usage of ≈ 79%, which allows the operator to
request some SubKPI information without suspending
the basic monitoring.

3. Identical with Scenario 2 but with a minimal GP of 10
seconds (instead of 1 minute): This scenario generates
≈ 1335 MB of data or a PM-Link usage of 445%. In
addition to the overall traffic, the data generated within
one GP cannot be transmitted within the next GP. So
the monitoring is restricted to the basic KPI < 25% of
all cells. No SubKPI measurement jobs can be acti-
vated.

4. Identical with Scenario 2 but the additional three Sub-
KPIs are activated as soon as the GP is reduced to 1
minute: This scenario generates a total of ≈ 895 MB
of data (≈ 298% PM-Link usage). If this scheme
should be applied it may not be activated on more than
≈ 33% of the cells.

These examples are based on a worst case assumptions,
where all cells behave identically, all critical situations ap-
pear at the same time in all cells and last exactly the same
time. For real networks this is not a very probable assump-
tion. Mostly only clusters of cells show this behavior. That
means that in real networks with an average load level the
operator can use these PM schemes on a larger number of
network elements and activate the calculation of more KPIs
and SubKPIs. The operator has to specify the policies in
a way to achieve an optimal distribution between resource
consumption and information availability.

5 Related Work

Although there was no directly related work in the area
of policy based performance management for mobile net-
works, this work has been influenced by a multitude of
projects and techniques. In the area of mobile networks and
their management an essential source of information are the
standards provided by the 3GPP and the TMF [4, 5, 6, 7]
to name only a few. In addition to these fundamental in-
formation there is a broad range of information on network
and real time network management [8, 15, 13]. As already



mentioned policy based management systems tend to be de-
veloped to a state of the art solution for managing complex
networks. Therefore there are already a large number of
research papers on this topic [16, 17, 9, 12, 11].

To be able to choose a suitable policy framework that
could be used as a basic for the presented system, several
frameworks were examined. From all policy frameworks
examined ([14, 3, 2, 1]) Ponder2 was chosen because it sat-
isfied all requirements.

6 Conclusion

Real time access to the results of the measurement jobs
enhances performance management. Critical situations can
be detected before they happen and the operator is provided
with exactly the information he needs to counteract to the
upcoming critical situations.

The problem that there is no chance to manually gener-
ate an optimal configuration for thousands of cells due to
the continuous changing conditions, can be solved by the
presented scheme. A policy based approach can be used to
assure a balanced configuration of the measurement jobs, an
optimal resource usage and to overcome the human limita-
tions.

Defining policies that ensure that the information re-
quirements of the human operators are satisfied and include
the limitations of the transmission and processing capabil-
ities is a non-trivial task. Therefore it is advantageous that
policies can be defined offline and on a very abstract level.
As soon as a problem is fully understood, policies can be
defined to match a class of similar problems.

Another major advantage of the policy based approach
is the possibility of dynamic adaptation. In contrast to hard
coded logic, policies can easily be changed at runtime with-
out the need to recompile and restart the complete system,
even if the conditions within a mobile network are not ex-
pected to change that frequently. For example: the operator
has defined a policy set that works fine in 99% of all situ-
ations. For exceptional situations as for example a fair, an
additional policy set for the concerned cells can be defined
and inserted into the system, while the rest of the system
stays untouched and will continue working.

Future work can enhance the system by introducing dy-
namic thresholds that can reduce the number of false pos-
itives or negatives. This could be done by using pre-
diction algorithms that consider seasonal trends or learn
from operator response on warnings emitted by the system.
To achieve these enhancements the possibility of dynamic
adaptation of the policy system will be used to a greater ex-
tent as it is done in the presented approach.
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