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Abstract—The introduction of technologies like 5G has in-
creased the demand for high-performance, scalable net-
works. Network Function Virtualization (NFV) has emerged
as a solution by virtualizing network functions on standard
servers to meet these standards. However, it relies on ro-
bust security measures which simultaneously provide high
network performance. This paper discusses whether Kata
Containers integrated with Trusted Execution Environments
(TEEs) is a viable solution for securing NFV environments.
We dive into a comprehensive background of these tech-
nologies, analyze their security benefits and drawbacks, and
their impact on network performance in NFV. We found
that although Kata Containers and TEEs provide enhanced
security through virtualization and hardware-based pro-
tection, they introduce performance overheads, especially
regarding network latency and scalability. We conclude that
further research is necessary to analyze the concrete security
and performance implications of Kata Containers integrated
with TEEs in NFV environments. This includes research
in performance optimization techniques and strategies for
determining the right balance between security and perfor-
mance in NFV environments.

Index Terms—Kata Containers, TEE, NFV

1. Introduction

In recent years, the emergence of technologies like 5G
and its use cases like IoT and edge computing have be-
come increasingly relevant. With the progress they bring,
they have introduced new requirements and challenges,
particularly the need for highly scalable networks capable
of delivering high network throughput and low latency
while simultaneously dealing with a large number of de-
vices in real-time [1], [2]. Consequently, NFV has become
a key technology to meet these standards by virtualizing
network functions on standard servers instead of relying
on specialized hardware [3].

NFV, in turn, requires robust virtualization and con-
tainerization solutions to provide both high performance
and high security [3]. Kata Containers has emerged as a
promising approach to meet these requirements by com-
bining the lightweight performance of traditional contain-
ers with the enhanced security and isolation character-
istics of virtual machines (VMs) [4]. This makes them
a potential solution for securing NFV environments. To
further enhance the isolation of these containers, TEEs
can be integrated to offer an additional layer of hardware-
based security [5]. Together, they can provide an effective

method for enhancing the security of virtualized network
functions (VNFs), though their full impact requires further
analysis.

However, the increased security and isolation offered
by Kata Containers and TEEs come at the cost of perfor-
mance overhead [6]. In environments where high network
performance is critical, balancing the trade-off between
enhanced security and optimal performance remains a ma-
jor challenge. Therefore, understanding these challenges is
crucial for evaluating the viability of Kata Containers and
TEEs in NFV environments.

This paper provides an overview of the current re-
search on Kata Containers and TEEs in NFV environ-
ments, investigating the security benefits and network
performance drawbacks. The goal is to determine whether
Kata Containers, with or without TEEs, present a viable
solution for securing NFV environments while maintain-
ing the necessary network performance requirements. To
achieve this, Section 2 will provide a comprehensive back-
ground on Kata Containers, TEE, and NFV. In Section 3,
we will explore the security benefits and drawbacks of
Kata Containers and TEEs. This will be followed by
Section 4, which discusses their network performance
implications. And finally, we will compare the security im-
plications with the performance drawbacks in Section 5.

2. Background

We will explore three key technologies important
to our discussion: Kata Containers, TEEs, and NFV.
Kata Containers aims to improve security by utilizing
lightweight VMs. TEEs use a separated area on the CPU
to provide hardware-level protection. NFV is a concept
that moves network functions from specialized hardware
to standard servers. A solid understanding of these tech-
nologies is essential for our evaluation.

2.1. Kata Containers

Traditional container runtimes like RunC achieve per-
formance close to native levels [7]. However, by only
relying on Linux namespaces and control groups (cgroups)
while sharing the same host kernel, they offer little to no
isolation, making them vulnerable to attacks. On the other
hand, VMs offer strong isolation with their isolated kernel
but introduce a significant performance overhead [8]. To
bridge this gap, Kata Containers, an open-source container
runtime introduced in 2017, aims to combine the high per-
formance of lightweight containers with the security and
isolation of VMs. This approach is the result of merging
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Intel Clear Containers and Hyper.sh runV, technologies
that run each container in its own optimized VM [4].

The main idea is to run each container within its own
lightweight VM, highly optimized to minimize perfor-
mance overhead and resource consumption using tech-
nologies like Guest Kernel Minimal and Guest Image [4]
while providing kernel-level isolation. Additionally, it uses
a specialized QEMU version named qemu-lite as the
default hypervisor, which improves boot time and reduces
memory footprint with features like Machine Accelerators,
Kernel same-page merging, Hot Plug Devices, and Fast
Template [4]. The architecture of Kata Containers consists
of three main components: the Kata-runtime, Kata-agent,
and Kata-shim. The Kata-runtime on the host creates the
VM for running the container. The Kata-agent process,
running in the guest kernel in the VM, sets up the envi-
ronment and runs the container and processes within the
container while receiving instructions from the host via
gRPC [9]. The Kata-shim is a process on the host that is
responsible for all container I/O streams [4]. An additional
advantage of Kata Containers is their OCI-compliance,
making them seamlessly integrate with containerization
and container orchestration platforms like Docker, Ku-
bernetes, and OpenStack by simply replacing runC with
Kata-runtime, ensuring easy deployment for organizations
and removing the need for major modifications of existing
workflows [4].

2.2. Trusted Execution Environment

A TEE is a secure area within the processor that
allows the safe execution of code and storage of data.
It is segregated from the rest of the CPU, protecting
its data from unauthorized access or tampering by code
outside of that environment [10]. TEEs establish a chain
of trust during the boot process, which guarantees the
authenticity of the running software, the integrity of the
runtime states, and the confidentiality of the code and
data. TEEs also support remote attestation, allowing third
parties to verify the integrity and trustworthiness of the
TEE [11]. Prominent examples are Intel SGX and ARM
TrustZone, each with its own approach to security. Intel
SGX isolates data and code in areas called enclaves, while
ARM TrustZone separates the whole processor into a
secure and normal world [12]. In general, the core features
of a TEE include strong hardware-based isolation, efficient
scheduling and secure communication between secure and
rich environment, and secure updates [5].

2.3. Network Function Virtualization

In traditional networks, network functions like fire-
walls, load balancers, and routers rely on specialized
hardware. In times of fast-paced digital innovations and
declining lifecycles of hardware, the frequent replacement
and scaling of these systems pose a serious challenge
for network service providers, particularly in fields like
5G [3]. NFV aims to solve this problem by virtualizing
these network functions and running them on commer-
cial off-the-shelf servers instead of specialized equipment,
resulting in several advantages [3]. Firstly, it increases
scalability and flexibility by enabling providers to scale
the number of VNFs up or down depending on demand.

Secondly, it offers better operating performance by dy-
namically allocating resources based on a given network
load. Thirdly, it leads to shorter development cycles by
replacing the necessity of installing new physical devices
with the deployment of software updates. These benefits
significantly reduce both capital expenditures and oper-
ational expenditures, making NFV a highly flexible and
cost-effective solution for modern networks [3].

The NFV architecture consists of three components. A
physical server provides computing and storage resources,
a hypervisor that manages the virtual environment, and
a virtualized environment for executing VNFs [3]. Even
though NFV brings several advantages, the virtualization
of network functions is expected to increase the potential
for security attacks [3], requiring more sophisticated secu-
rity measures. Firstly, it requires a protected hypervisor to
prevent unauthorized access or data leakage [3]. Secondly,
data communication and VM migration need a secure
environment [13]. Thirdly, NFVs use application pro-
gramming interfaces (APIs), which pose another security
threat [14]. At the same time, the network performance
must be comparable to traditional networks despite the
additional virtualization layer. Therefore, a well-balanced
trade-off between security and performance is necessary.

3. Kata Containers and Security

One of the main vulnerabilities of traditional con-
tainers is their dependence on the shared host kernel.
If one container gets compromised, the attacker could
potentially get access to the host and other containers.
While the Linux kernel uses cgroups to isolate and limit
the usage of physical resources for each container, it is
shown that out-of-band workloads can break the cgroups’
confinement [15], potentially making the whole system
vulnerable to resource exhaustion attacks, such as Denial-
of-Service. Next to the weak resource confinement, the
shared kernel also poses the risk of privacy leakage
through pseudo-filesystems, enabling attackers to gather
sensitive information about the environment for further
exploitation [16], [17]. In addition to the kernel layer,
the container layer faces vulnerabilities like improper
handling of symbolic links or insecure API handling,
making container escapes possible [18]. In fact, 56.82%
of vulnerability exploits could launch successfully from
within a container [19], indicating the need for more
advanced security solutions.

Kata Containers makes container escapes more dif-
ficult with its additional layer of security offered by
lightweight VMs and kernel-level isolation, but research
shows that escapes are still possible [18]. In particular,
according to research, Kata Containers have three key
vulnerabilities. First, Kata Containers did not properly
enforce device cgroups, allowing attackers to access the
/dev files on the VM inside the container, leading to
CVE-2020-2023 [20]. The attacker could then overwrite
the kata-agent, leading to container escapes and further
compromises. The Kata Containers reuse the corrupted
kata-agent, leading to CVE-2020-2025 [21]. Lastly, kata-
runtime does not validate mount points in shared folders.
That means it resolves any symbolic link and conducts
the mount operation, leading to CVE-2020-2026 [22],
which would allow the attacker to mount the root file
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system to any part of the host system, thereby breaking
the virtualized container despite the hardware virtualiza-
tion in use [18]. To mitigate these vulnerabilities, Kata
Containers can be integrated with TEEs. The isolation of
the lightweight VM in Kata Containers, in combination
with hardware-based protection by TEEs, can significantly
increase the overall security of the system, offering pro-
tection not only from container escapes but also from
malicious code from the host system itself. Additionally,
remote attestation ensures that only verified code runs
within the TEE, further reducing the attack surface [11].
However, the use of TEEs comes with new challenges
as well. Even though TEEs provide secure hardware-
based security, they are not immune to side-channel at-
tacks, which make use of indirect system information
like memory access, CPU load, or power consumption
to infer information about other aspects of the system
for further exploitation [11]. Nevertheless, while there is
limited research in this area, combining Kata Containers
and TEEs could be particularly useful for securing VNFs,
making them less vulnerable compared to traditional net-
work functions.

4. Network Performance Impact of Kata
Containers

The shift from traditional network functions to an
NFV environment introduces performance challenges, es-
pecially when implemented with Kata Containers. The
critical performance metrics in NFV are network la-
tency and network throughput. Latency refers to the time
needed for data to travel from one point to another,
while throughput refers to the amount of data able to
be transmitted within a specified time window. Research
has shown that the additional virtualization layer of Kata
Containers notably reduces the network performance in
certain cases compared to traditional containers like runC,
introducing potential bottlenecks [6], [7], [9]. In particular,
Kata Containers only shows slightly lower throughput
compared to runC, less than 1% [6]. In more specific cases
regarding TCP and HTTP throughput, it showed 1-18%
lower throughput depending on the scenario [6], [7]. Sim-
ilarly, Kata Containers only scored 20% of the through-
put of runC in simple GET operations from in-memory
data [8]. Similarly, latency is also affected, showing a
performance loss of up to 35% compared to RunC [6],
[9]. Despite these shortcomings, Kata Containers performs
better than gVisor in both network throughput and network
latency [6], [7]. These findings are further illustrated in
Figure 1, adapted from [6], which compares the network
performance of different container runtimes with an em-
phasis on latency. In particular, TCP_RR and UDP_RR
are request-response tests, while TCP_CRR additionally
includes the connection time and teardown time. runC and
bare metal show the best performance, while gVisor shows
the highest overhead, with Kata Containers performing in
between.

Furthermore, in [7], the authors compared the scal-
ability benchmarks of runC and gVisor across different
container counts. The results of these scalability bench-
marks are summarized in Figure 2, adapted from [7],
which shows that while runC scales efficiently, gVisor

suffers from significant network performance overhead
with an increasing number of containers [7]. However,
we observe that containerd/runsc does not show the same
scaling issues as crio/runsc, which could be the result of
specific optimizations in the containerd runtime. Never-
theless, gVisor relies on an additional isolation layer with
its own user-space kernel. It can be expected that Kata
Containers show similar behavior due to its additional VM
layer. This means that as the number of containers grows,
the network performance of Kata Containers could drop
significantly. This scaling limitation could pose a serious
challenge in NFV environments, where a large number of
VNFs run simultaneously while requiring high network
throughput and latency.

A way for addressing the performance drop of Kata
Containers could be technologies like Single Root I/O
Virtualization (SR-IOV), which allows direct access to
network hardware, bypassing the virtualization layer [23].
Even though SR-IOV gives containers direct access to
hardware, it does not directly violate the principles of
NFV, as it allows the hardware to be shared between
multiple VNFs [23]. Research shows that it can drastically
reduce the performance overhead of the virtualization
layer, almost achieving native network performance [23].
Consequently, SR-IOV could be a key solution to solve the
network performance overhead and the scaling limitations
of Kata Containers. Next to SR-IOV, there are software-
based performance optimization techniques. One of them
is the use of the kernel driver vhost-net, which offloads
network packet handling from the VM to the host. This
reduces context switches between guest and host, leading
to higher throughput and lower latency while also allowing
a higher number of VMs to run on the same host. This
means more VNFs can run in parallel without perfor-
mance degradation, improving scalability [24]. Another
technique is a set of optimized libraries and drivers called
Data Plane Development Kit (DPDK), which enables the
network packets to bypass the host kernel entirely. By
allowing distributed processing of network packets across
multiple CPU cores, DPDK further increases network per-
formance [25]. In terms of performance optimizations for
TEEs, current improvements in ARM TrustZone include

Figure 1: TCP_RR, TCP_CRR, UDP_RR transaction rates
per second for different container runtimes. Adapted
from [6].
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Figure 2: Benchmark comparing the network performance (in seconds) of RunC-based runtimes (crio/runc, contain-
erd/runc) and gVisor-based runtimes (crio/runsc, containerd/runsc) across 5, 10, and 50 containers, based on 10 runs.
Adapted from [7].

the simultaneous access to I/O devices for both secure
and rich environment. This reduces context switching and
increases the performance and scalability of I/O-heavy
tasks like network packet processing in NFV [26]. How-
ever, Kata Containers could still be limited in their use in
large-scale NFV environments because of their scalability
limitations, and even optimization techniques like SR-IOV
and vhost-net, which mitigate this limitation, could be
insufficient to fully address this issue.

Additionally, when integrating Kata Containers with
TEEs for additional security, there are also trade-offs in
terms of network performance. One of the key issues is the
frequent context switches between the TEE and the rich
environment, especially in network-intensive tasks where
large amounts of data are transported. These can lead
to significant performance overheads and thus challenge
the combined use of Kata Containers and TEEs in NFV
environments. A solution is to minimize the performance
overhead by limiting the TEE usage to critical parts of
the network, thereby reducing the performance overhead
while maintaining security [27]. Because of the additional
overhead introduced by Kata Containers and TEEs, their
usage in performance-critical applications in 5G networks
could be limited.

5. Kata Containers and NFV

NFV environments allow the virtualization of network
functions, leading to significant improvements in scala-
bility, flexibility, and cost reductions in comparison to
traditional networks. However, this shift comes at the
cost of higher vulnerability to attacks. To mitigate these
security risks, Kata Containers could offer a promising
solution. In these environments, potentially multiple VNFs
run on the same hardware, consequently requiring a strong
level of isolation and security. While traditional containers
like runC show high network performance, they are flawed
regarding security and isolation, making them vulnerable
to critical attacks like container escapes which could
compromise the whole system. By using Kata Containers
as an alternative, we could significantly reduce the risk
of container escapes. This is the result of encapsulating
each container in its own lightweight VM, offering kernel-
level isolation. Running these Kata Containers in TEEs
provides the benefit of an additional layer of hardware-
based protection, even making attacks from a compro-
mised host difficult. Nevertheless, TEEs are vulnerable to

side-channel attacks, making use of secondary information
for further compromise.

When it comes to network performance, VNFs require
high throughput and low latency. However, securing NFV
environments using Kata Containers comes at the cost
of performance loss caused by the additional virtual-
ization layer, making it a potential bottleneck for high-
traffic scenarios. More specifically, while Kata Containers
show comparable throughput to runC in the majority of
cases, the network latency seems highly affected by the
additional virtualization layer. Moreover, NFV requires
easy scaling, but we have shown that Kata Containers
are potentially limited in that regard, causing increasing
performance overhead with a growing number of con-
tainers. This makes adopting Kata Containers difficult
when handling high numbers of VNFs. Proposed solutions
would be SR-IOV, vhost-net, or DPDK, which would
enable Kata Containers to maintain high performance
while retaining the security gains. However, with the
use of SR-IOV or vhost-net, direct access to hardware
could undermine the benefits of the additional virtualiza-
tion layer and should only be considered when the need
for performance outweighs the risk of reduced security
and isolation. Additionally, Kata Containers could require
more hardware resources than traditional containers due
to the virtualization layer, increasing operational costs
in terms of computing power and memory. Similarly,
TEEs like Intel SGX and ARM TrustZone require spe-
cialized processors, potentially driving up capital costs.
The decision whether to use Kata Containers and TEEs
to secure NFV depends heavily on the specific use case.
In areas where security is paramount, it could be a strong
solution. On the contrary, in situations where performance
is paramount, Kata Containers could pose a limitation
with its performance overhead caused by the hardware
virtualization and possible integration of TEEs, which
further reduces the performance through the need for
frequent context switches.

6. Conclusion and Future Work

This paper aims to provide a broad overview of the
current research on Kata Containers, TEEs, and their
security and performance implications on NFV environ-
ments. While Kata Containers make use of lightweight
virtual machines to improve their isolation compared to
traditional containers, they are still susceptible to vul-
nerabilities. These can be mitigated with the integration
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of TEEs, which add an additional layer of hardware-
based security, thereby creating a robust combination that
can significantly reduce attacks in NFV environments.
However, this enhanced security comes at the cost of
overheads in network performance, particularly in network
latency and scalability. Since VNFs rely on low latency,
high throughput, and high scalability, these additional
security layers could become a bottleneck in performance-
critical scenarios. Therefore, further research is necessary
to examine the exact security benefits and performance
drawbacks in real-world deployments of Kata Containers
integrated with TEEs in NFV environments. This includes
further research in optimization techniques like SR-IOV
for increased performance while maintaining security, as
well as potential improvements, like the reduction of the
frequency or cost of encryption cycles in Intel SGX [12].
Based on these results, future work should aim to deter-
mine the right balance of security and performance for
secure NFV.
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