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Abstract—Despite its popularity, Tor is currently bugged with
high latency and other performance issues. In response, a
transition in Tor’s transport layer protocol to QUIC has been
proposed, aiming to solve many of the problems caused by
TCP’s inherent limitations.
In this paper, we present a literature survey on the current
state of Tor over QUIC. We examine proposed designs
and evaluate their impact on performance and security. We
conclude that transitioning Tor to QUIC holds significant
potential, yet further work on fully examining the security
and performance impacts of such a transition still remains
to be done.

Index Terms—Tor, QUIC

1. Introduction

Anonymity networks have become a very important
tool to face the increasing trend of tracking users and
infringing on their privacy rights. Tor is the most popular
anonymity network, currently used by over 3 Million
clients [1]. Yet, it has long suffered from performance
problems that stood in the face of its adoption. Many
of the underlying causes, such as Head-of-Line blocking,
unfairness in bandwidth allocation, and inefficient con-
gestion control are caused by multiplexing Tor circuits
over TCP connections [2]. While a lot of research has
been done on improving Tor, most attempts have failed
because they either compromise security or introduce
additional performance overhead [3]. This motivates the
choice behind a change in Tor’s transport layer protocol
to the UDP-based QUIC.
In this paper, we present two proposed designs for a
Tor over QUIC implementation: an end-to-end design
proposed by the Tor community that aims to improve
end-to-end congestion control, and a hop-by-hop design
adopted by the research community that aims to use
QUIC’s features to improve fairness and decrease latency.
We then proceed to evaluate these designs from a security
and performance perspective while giving an overview of
the current state of research in the process.

2. Background

In this section, we introduce the most important con-
cepts discussed in this paper. We give a brief overview
of how Tor works, introduce the QUIC communication
protocol, and go over the reasons behind changing Tor’s
transport layer to QUIC.

Figure 1: A visualization of a Tor circuit. Taken from [5].

2.1. TOR

Tor is a low-latency anonymity network that allows
users to communicate online without exposing their iden-
tity [4]. It does this by relaying all traffic over multiple
nodes in a process known as Onion Routing. Onion Rout-
ing allows the anonymisation of TCP traffic by rerouting
it over multiple volunteer relays, known as Onion Routers
(OR). By default, Tor uses three of these routers to build
what is called a circuit. A circuit is first established when
a client, also called an Onion Proxy (OP), attempts to
connect to a server and proceeds to pick 3 Onion Routers:
a guard node, a middle (or relay) node, and an exit node,
as shown in Figure 1.
A TLS-protected TCP connection is then formed between
each part of the circuit and the node directly following
it. Each node of the circuit only knows its immediate
predecessor and successor, making it so that only the
guard node is aware of the client’s identity and only the
exit node knows the server. The middle node then ensures
that the guard and exit nodes are unaware of each other.
To further guarantee anonymity, messages are encrypted
multiple times using pre-exchanged symmetric keys with
the onion routers, with each OR adding or only removing
its own layer of encryption so that messages are only
revealed on the last node, by which time the sender’s
identity is already anonymous.
It’s important to mention that there’s only one TCP con-
nection between Tor nodes. This means that circuits be-
longing to different clients are multiplexed over the same
OR-OR connection. This has the obvious performance
benefit of saving the time needed to establish such a
connection every time it is needed, and it also increases the
security of the network, as it makes it significantly harder
to identify traffic of different circuits if the connection
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is compromised. On the other hand, Tor also multiplexes
several end-to-end TCP streams belonging to the same OP
into the same circuit since establishing a circuit for each
stream would increase latency.

2.2. QUIC

QUIC is a transport layer network protocol based on
UDP, developed by Google as a new alternative to TCP
[6]. It aims to solve many of the problems caused by
TCP and comes with several features, such as integrated
TLS1.3 encryption, user space implementation, and mid-
dlebox resistance through encryption of packet headers,
making it easier to roll out updates. It also attempts to
improve latency through decreasing handshake delay by
reducing the required round-trip time (RTT) to establish
a connection. Since security is an integral part of Tor, it
is important to mention that the offered 0-RTT handshake
raises some security concerns, as extra protection against
replay attacks is needed [7].
Most importantly, QUIC offers native support for multi-
plexing multiple data streams over a single connection.
These streams represent bidirectional byte-streams, and
each comes with its own priority, flow control, and con-
gestion control. Re-transmission also occurs on a per-
stream basis so that dropped packets in a stream do not
inhibit the performance of other streams sharing the same
connection, effectively solving the Head-of-Line blocking
problem outlined in Section 2.3.1.

2.3. The Current State of Tor

Tor has long suffered from serious performance prob-
lems. Some of the notable causes include ineffective con-
gestion control, unfair path selection, and low network
capacity [2]. And while a lot of research efforts have gone
into addressing these issues, many of them proved either
ineffective or raised security concerns, proving the need
for further research on the matter [3]. In this subsection,
we will go over two particular problems affecting Tor’s
performance that can be potentially solved using QUIC.

2.3.1. Head-Of-Line Blocking. Head-Of-Line (HoL)
blocking is a problem that occurs because of TCP’s in-
order property, which ensures that data is received in
the same order it was sent in. When a TCP segment is
lost, all succeeding packets must wait for successful re-
transmission. Since multiple Tor circuits are multiplexed
over a single TCP connection, this puts a halt to data
transmission over all circuits, even if they are unrelated
to the lost segment. As shown in Figure 2, if a high-
bandwidth, high-latency stream (e.g. bulk transfer) shares
a TCP connection with an unrelated low-bandwidth, low-
latency stream (e.g. web browsing), the latter could ex-
perience throttling, affecting the fairness of the network
[2]. Basyoni et al. mention in [8] that as the popularity
of Tor increases, it is expected that this will occur more
frequently.
Nowlan et al. [9] attempted to address this with uTor: a
Tor implementation that used un-ordered TCP to ensure
that data is transmitted despite lost packets. However,
this approach showed "modest performance gains", likely
because of the additional processing of packets it required
[2].

Figure 2: The Head-of-Line blocking problem in Tor. The
blocks represent packets, their color corresponding to the
originating client. Since one of OP1’s packets is lost,
all other packets in transit are blocked until successful
re-transmission, including OP2’s unrelated packet. Taken
from [5].

2.3.2. Congestion Control. Ineffective congestion control
is a major contributor to Tor’s performance issues. Hop-
by-hop congestion is managed by the TCP connections
between nodes. However, due to Tor multiplexing multiple
circuits over a single TCP connection, any slowdown
caused by congestion will affect all the circuits over the
connection, causing the same effects discussed in the
previous section (2.3.1).
More importantly, end-to-end congestion control is simply
ineffective. Unlike circuit level congestion control, there
is no end-to-end TCP connection between the client and
the exit relay. Because Tor connections are composed
of multiple independent TCP connections, Tor does not
currently have a "low latency method of informing the
client of congestion in later links of the circuit" [10].
When a Tor relay receives a cell, it is required to forward
it reliably. This makes it unable to drop the cell and causes
its buffer to fill up when it receives more than it can send.
Combined with other scheduling issues [11], [12], this
results in relays being overburdened, with no effective way
of informing the client to decrease its sending rate [10].
Currently, Tor uses a sliding window mechanism for end-
to-end congestion control, but it has not been effective at
reducing latency [13].

3. Proposed Designs for Tor over QUIC

In this section, we will go over the current proposed
designs for Tor over QUIC that were briefly mentioned in
the previous section. Most of the research community has
adopted the hop-by-hop design, making use of QUIC’s
powerful streams to replace the existing TCP connections
with QUIC ones [5], [8], [10], [14]–[16]. On the other
hand, members of the Tor community have proposed an
alternative end-to-end design that aims to solve Tor’s
congestion control problems [17]. In this section, we will
examine these designs, their purposes, and their draw-
backs.

3.1. End-To-End

Members of the Tor community have taken a very
different approach to the research community, strongly
deviating from Tor’s current design that was presented in
Section 2.1. In this design [17], Tor’s circuit is replaced by
a single end-to-end QUIC connection between the client
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Figure 3: End-To-End Design. Taken from [10].

and the exit node and the TCP connections between Onion
Routers are replaced with DTLS connections. DTLS is a
protocol based on TLS that aims to secure datagram-based
communication, such as UDP traffic [18]. This enables an
unreliable and faster encrypted connection between relays,
leaving congestion control to the inner traffic layers. The
client and the exit node are then able to establish a
QUIC connection by sending QUIC packets packaged into
onion-encrypted Tor cells through the circuit (Figure 3).
At the end of the circuit, the exit node then converts the
connection back to TCP to communicate with the server.
This design aims to solve Tor’s inefficient congestion
control by adding end-to-end congestion feedback be-
tween the client and the exit node, making use of QUIC’s
powerful and flexible congestion control.
Research has proven that congestion and other queuing-
related problems are significant contributors to Tor’s la-
tency, even more than HoL blocking [11], [12], [19].
But while this design may have the greatest potential to
improve Tor’s performance, it comes with serious draw-
backs. Kyle H. [10] points out several major flaws within
this design. First, it completely changes Tor’s original
design, making it difficult to implement and deploy. This
means that it could compromise Tor’s security by causing
unintended side effects. In fact, Sy et al. [20] show that
end-to-end connections over QUIC facilitate web tracking,
potentially compromising client anonymity. On the other
hand, Tscorsch et al. [19] showed that end-to-end paths
with high round trip times can impact fairness and increase
latency due to longer reaction times.

3.2. Hop-By-Hop

Most existing proposals from the research community
follow the same hop-by-hop design, staying faithful to
Tor’s current protocol [5], [8], [10], [14]–[16]. In this
design, Tor’s existing TCP connections are simply re-
placed by QUIC connections, and different circuits are
multiplexed over different QUIC-streams within the same
connection. Note that the connection between the exit
node and the server has been kept as it is, as shown in
Figure 4. The reason for this is that many servers do not
support QUIC yet. In fact, QUIC traffic only represented
7% of all internet traffic in 2017 [21].
This approach has two major advantages: It immediately
solves the HoL blocking problem because QUIC provides
several logical streams over a single connection, making it
so that loss of data in a stream does not affect the others.
Furthermore, QUIC comes with a pluggable congestion
control module that can be configured separately for each
stream. This can be used to improve fairness between
multiple Tor circuits, as congestion on one connection no
longer affects all streams that use that connection.

Figure 4: Hop-By-Hop Design. Taken from [10].

However, it is important to note that this does not solve
most of Tor’s congestion control problems that were dis-
cussed in Section 2.3.2. In fact, most implementations of
this design completely ignore end-to-end congestion and
do nothing to address it. While the end-to-end design has
its fair share of problems, it can still serve as inspiration
on how to fix Tor’s lack of end-to-end congestion control.
Kyle H. [10] was the first to consider the potential for
backpressure-based congestion control using QUIC. Es-
sentially, this was achieved using QUIC’s per-stream flow
control, by allowing Onion Routers that experience con-
gestion caused by a specific circuit to reduce the maximum
data it accepts from the stream associated with that circuit.
This, in turn, forces the previous relay to reduce its
sending rate, potentially propagating this information back
until the client’s sending rate is reduced.

4. Results

Ideally, a Tor over QUIC implementation would solve
the HoL problem, improve fairness in the network, im-
prove congestion control, and ultimately not compromise
Tor’s security. In this section, we will proceed to exam-
ine whether these design goals have been successfully
achieved or not, from both a performance and security
standpoint.
Note that we will only examine the hop-by-hop design,
as no implementations currently exist for the end-to-end
one.

4.1. Performance

In this subsection, we will focus on the performance
evaluation of the Tor over QUIC implementations pro-
posed by Basyoni et al. and J. Heijligers [8], [16], as they
are the most recent and come with detailed performance
evaluations.
There are 2 important metrics that are used to evaluate
the performance of a Tor implementation. Time to First
Byte (TTFB) represents the time it takes for the client to
establish a circuit and receive its first byte. Similarly, Time
to Last Byte (TTLB) represents the time it takes for the
client to establish a circuit and receive the last byte from
the server.
All performance measurements outlined in the section
follow the model laid out by Jansen et al. in [22] for
accurate performance evaluations. Specifically, there were
two types of simulated clients: low-bandwidth clients
sending regular HTTP requests to represent web browsing
and high-bandwidth clients performing bulk downloads
(e.g. over BitTorrent).
QuicTor [8] reported very minimal improvement regarding
TTFB for low-bandwidth clients. However, it managed to
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reduce the TTLB for high-bandwidth clients by almost
80%, likely because these clients are more prone to being
affected by HoL blocking. It also reported significant
improvements for video streaming applications. Overall,
it managed to outperform vanilla Tor in all scenarios and
even mostly outperformed two other Tor implementations
designed to address the problem of circuit multiplexing
[23], [24].
Similarly, J. Heijligers [16] reported a 50% performance
improvement over vanilla Tor. It also showed more fair-
ness in distributing bandwidth among clients, reaching
a near-perfect score on Jain’s fairness index [25]. Al-
though these measurements may not be perfect and do
not exactly simulate real-time conditions, they show very
promising results. It’s also worth mentioning that these
improvements are mostly attributed to improved circuit-
level congestion control, since the hop-by-hop design does
not address end-to-end congestion control.

4.2. Security and Privacy

Security and Privacy are fundamental aspects of Tor,
as client anonymity is the major goal of the network. It is
therefore important that Tor over QUIC implementations
do not compromise security, either through exposing new
attack vectors, aggravating existing ones, or undermining
Tor’s current defense mechanisms. In this subsection, we
will focus on examining [8] and [10], as they include a
comprehensive security analysis.
QuicTor [8] investigated the impact of switching to QUIC
on traffic correlation attacks, as they are more likely to be
impacted by a change in the transport layer protocol. In
such an attack, an adversary would try to correlate traffic
observed at one of Tor’s nodes and one of its endpoints
to deanonymize the client. The authors implemented two
known attacks [26], [27] and observed that QuicTor did
not behave much differently than vanilla Tor, even show-
ing better resistance in some cases. This is due to timing-
based attacks becoming less effective because of QUIC
since they assume that one stream can influence all other
streams passing through the same node [26].
Kyle H. [10] provided a more in-depth security analysis
of his proposal by investigating whether QUIC leaks any
extra information that may be used for an attack vector.
The author concluded that it was important not to use more
than a QUIC-stream per Tor-circuit, as per-object streams
could leak detailed information about client traffic. 0-RTT
connections also come with some security concerns, as
they can allow client-tracking across different sessions,
but countermeasures against this exist [20].
Furthermore, the author investigated whether his proposal
for backpressure-based congestion control comes with any
security risks, and concluded that these could be mitigated
by only backpropagating limited information at set inter-
vals.
However, some concerns remain about website fingerprint-
ing (WF) attacks. These aim to analyze traffic to conclude
which website the client visited. Nie et al. [28] developed
QUIC-CNN, a novel model for WF attacks on QUIC
traffic on Tor, and even found that it performs better than
the current state-of-the-art model.

5. Conclusion and Future Work

In this work, we presented a literature review over the
current state of Tor over QUIC. Tor currently has signif-
icant performance problems, and it is the main motive
behind this change in its transport layer protocol to solve
them without compromising security.
We examined two proposed designs: an end-to-end design
that tunnels a QUIC connection between the client and the
exit node, aiming to solve Tor’s congestion related issues,
and a hop-By-hop design that replaces Tor’s current TCP
connections with QUIC ones, aiming to solve the Head-of-
Line blocking problem and improve fairness. Although the
former is riddled with performance and security concerns,
an ideal Tor over QUIC implementation should still strive
for its goal of improving end-to-end flow control. We
presented one design proposal [10] that suggested doing
this through backpropagation of flow control information.
While performance tests have been promising so far, more
work still needs to be done on the matter. The aforemen-
tioned design proposal has still not been implemented,
and its claims about improving performance still need to
be corroborated. Furthermore, the security behind these
designs still needs to be studied, as current research only
provided a purely theoretical analysis or only considered
one specific type of attack vectors.
Although these designs seem promising, we still have a
long way to go before Tor finally switches over to QUIC.
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