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Abstract—Usage of a digital twin (DT) is already an es-
tablished technology in various industries like aerospace,
construction or traffic analysis. However, in the field of
computer networks its utilization is still rare. Although
already in usage for example in the roll-out of 5G networks,
the true potential of a digital twin network (DTN) has yet
to be developed.

This paper tries to contribute a concise overview of DTN
technology not only by giving an insight into the background
of this technology and some of the nomenclature but also by
summarizing properties and requirements for a functioning
DTN. The paper also remarks the problems surrounding the
implementation of a working DTN. To help in mitigating
these, it offers a simple conceptual implementation model to
promote further research into designing DTNs. The paper
also presents current and possible future use cases as well
as open questions for further attention.

Index Terms—Digital Twin (DT), Digital Twin Network
(DTN)

1. Introduction

The concept of a digital twin (DT) has been used in
different types of industries for the purpose of simulating
real world hardware, applications or whole scenarios with-
out interfering with the physical system (PS) itself. Born
out of the desire to monitor, test or experiment on these
systems in a safe environment, DTs have seen widespread
usage in many industries, from automotive production all
the way to weather forecasting [1] [2]. Given the broad
range of utilization it would seem logical for DTs to have
a similar share in computer networks, but the potential
and abilities of such a digital twin network (DTN) are
only starting to be valued [3]. A DTN in the scope of this
paper is the simulated counterpart to a real and physical
computer network. The goal of this essay is to give the
reader an overview of this technology and outline some
applications and their benefits to designing, constructing
and maintaining computer networks.

The rest of this paper is structured as follows: Sec-
tion 2 will give a brief overview of the historical back-
ground and motivate the usage of DTs, while Section 3
will define the terminology that is used in this paper.
Section 4 introduces properties and requirements of DTs
and DTNs. A possible model of a DTN is presented in
Section 5 with some application examples following in
Section 6. Section 7 discusses the shown concepts and
corresponding open questions. A concluding summary of
this paper can be found in Section 8.
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2. Background and Current Status

Having a first, second or third draft of something
is probably as old as human craftsmanship. But what
happens when the desired product becomes final and goes
into production? With increasing complexity of systems,
the need to test or experiment before actually committing
new features to a real world product becomes ever more
important. Being able to verify that the addition of new
machines to an existing production line will not uninten-
tionally alter the functionality or output of the line before
the actual installation of the hardware is an important
capability of a production plant. Similarly, testing a new
software patch on a real satellite while it is in orbit can
have drastic repercussions maybe even to the point where
it can no longer communicate. Therefore, the roll-out of
this patch and the correct subsequent operation of the
satellite have to be checked beforehand. Using a stand-
in is an intuitive way of achieving this goal.

The approach of having an identical copy of a real,
physical system - effectively a twin - has been around for
quite some time. Famously being used since the 1960s
by NASA to verify new procedures from the ground for
spacecraft already in orbit, this technique gained momen-
tum in the following years in many other industries as
Grieves and Vickers noted in [1]. Because of advance-
ments in processing power it became unnecessary for that
twin to be a physical instance itself. Starting with CAD
models, where there is no direct feedback from the product
to the now digital twin, evolving all the way to DTs
which are constantly fed by data from their real world
counterparts [1]. A recent example is an Earth observation
DT currently in development. It is supplied with data from
both space and ground based sensors to achieve better
weather forecasting [2].

The formal beginning of DTs, albeit as a tool for
product life-cycle management, happened at a University
of Michigan presentation in 2002 by Dr. Grieves. Since
then it has become a widely used technique to monitor,
test and experiment with real world systems in a controlled
and digital environment [1].

Both Wu et al. [3] and Vaezi et al. [4] have noted that
despite promising use cases, DTs in computer networking
have not gained as much traction - at least for the time
being. One such use case is the simulation of new routing
strategies via a DT and the subsequent ability to predict
the real networking behavior. Those can be applied for
example to emulate, validate and optimize 5G network
roll-out as Nguyen et al. propose in [5]. Some telecom-
munication companies already use DTNs for exactly that
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purpose [6] or do see future use cases in implementing
next generation mobile networks [7].

3. Definitions and Terminology

While there is broad consensus in the literature about
the definition of DT, the term DTN has various meanings.
The following section will define the two terms for the
scope of this paper and describe them in greater detail.

3.1. Digital Twin (DT)

The optimal DT is a perfect representation of a yet
to manufacture or already existing product that holds
at least as much information about the real product as
the real product itself could. With that information it is
possible to create a physical copy of the DT and vice
versa. This definition also encompasses the state of the DT
when its physical counterpart is already in existence and
therefore linked to it for the remainder of the life cycle
or beyond. This digital representation can be connected
to a single physical entity or to a more complex system
comprised of multiple objects. The optimal DT should
also hold information about all previous and current states
of the physical twin to enable the prediction of its future
behavior. [1]

Vaezi et al. summarize slightly varying definitions
in the literature down to three distinct entities that are
needed: the represented physical system, the DT itself and
a communication or information link between the two. [4]

Due to this information-connection DTs have been
able to evolve from being simple digital copies to com-
plex representations that change and develop with their
respective PS. This link is what enables the DT’s broad
information capability in the first place. [3] [4]

3.2. Digital Twin Network (DTN)

The term is sometimes used to describe a network
consisting of at least two general DTs communicating with
each other. However, this paper is about the application
of DTs in computer networking specifically. Therefore the
term will be utilized in accordance with ITU-T recom-
mendation Y.3090: "A digital twin network is a virtual
representation of a physical network" [8]. In other words,
it is explicitly used to describe the virtual counterpart of
a yet to realize or already existing physical computer net-
work. Figure 1 clarifies this definition in a simple example,
depicting a PS consisting of a server and three clients that
communicate with each other. The DTN is the virtual
copy of this physical network with every real hardware
and communication link having a virtual counterpart. The
bidirectional information connection between the PS and
DTN enables the correct representation.

4. Properties and Requirements of DTs and
DTNs

There need to be some representable properties to be
able to qualitatively and quantitatively describe DTs in
detail. Vaezi et al. [4], Minerva et al. [9] and [3] give some
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Figure 1: Representation of a physical network and its
digital twin network (DTN)

TABLE 1: Properties of DTs based on [3] [4] [9]

Property Explanation

Promptness Intuitively, this is the reaction time of the DT to
its PS. Or more generally the time it takes for
information from the PS to reach the DT and

change its state.

Reflects the difference of information between the
PS and DT in the same state. For example, trans-
mission noise can alter the signal and therefore the
information.

Similarity

Replicability ~ Refers to the ability to replicate a single PS into
multiple DTs at the same time. This should also
encompass the possibility to create a PS from an

existing DT.

Composability Describes the ability of multiple smaller DTs to be
integrated into fewer but larger ones. This adds the

capability to form ever more complex systems.

Scalability If a PS grows in system size, it is desirable for
the DT not to increase its network footprint ex-
ponentially. Scale in this context also includes

geographical size.

A DT is considered to be reliable when its data
and operational integrity can be verified. This also
includes the persistency and availability of infor-
mation.

Reliability

Predictability ~ Since DTs can be comprised of vast amounts of
data, they still need to be predictable in precise
environments when simulating their behavior with

other entities.

As a DT can be a set of smaller DTs, the collected
information has to be traceable to a specific DT.
This property not only includes origin but also the
ownership of data and its usage rights.

Is the capability of a DT to adapt in accordance
with its PS dynamically. This can involve new
models, different data collection or change in
needed network resources.

Accountability

Adaptability

examples which are compounded in Table 1 for easier
reference.
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ITU-T recommendation Y.3090 assigns some of the
properties mentioned in Table 1 discrete value require-
ments. For example, the reliability level of a DTN is spec-
ified to be at least 99.99%. A selection of requirements
can be found in Table 2. The interested reader is kindly
referred to [8] for the complete set.

TABLE 2: Requirements for DTNs based on [8]

Requirement  Explanation

Data
collection

For a DTN to work, it has to collect vast amounts
of data in an efficient manner. The required type
of data can vary with use cases but may include:
logs, records and status of all network elements;
flow statistics like latency, throughput or packet
loss; device-specific data such as port information
or link status.

Data
repository

Storage and retrieval of data is essential to the
intended capability of DTNs. Huge amounts of
data have to be stored in a way to allow parallel
processing and real-time access. For backups and
rollbacks it is required to have historical data at
hand.

As there is a significant amount of stored infor-
mation, security is very important. Therefore, the
DTN should be able to defend against already
happening attacks to the physical network and also
attacks against itself.

Data protection laws are as applicable to the DTN
as they are to the physical network. A DTN must
be able to comply with these rules both within its
own layer and during communication with the PS.

Security

Privacy

Compatibility ~ To fully support future technology, the DTN should
be compatible and adhere to established network
standards and support various physical interfaces
and topologies, different types of databases as well

as existing network measurement tools.

Outlined above and in Section 3.1, a DT will and
should have comprehensive data from and about its corre-
sponding PS. It has to be noted that in reality the amount
of information which a DT can hold is limited. Possible
reasons for this are [4]:

« updating of states in regular intervals leads to discrete
data points which implies missing information;

« every form of processing by the DT has to take at
least some time so delays are inevitable;

o there are limits in terms of resources available to the
DT so the capabilities are limited as well.

Nevertheless, a DT is considered to be fully func-
tional when it delivers information with accuracy in an
expected and acceptable range while working within these
constraints and satisfying the mentioned requirements. It
does not have to represent the PS as closely as possible,
just as closely as required for the specific use case [4].

5. Modeling a DTN

As of yet, there is no standard model for DTNs so
the following example is exactly that: one example. The
simple structure in Figure 1 is meant as a quick visual
representation. What it lacks to be a real world usable
model is a third layer that adds network applications
and their requirements for the PS. One such possible
description is given in [8] and by Almasan et al. in [10].

This model is comprised of three layers: the physical
network is at the bottom, the digital twin network is the
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middle layer and the top layer is the network applications
layer. Figure 2 gives a visual representation for this model.

Network applications

’
1

Physical network

Figure 2: Visualization of the three-layer DTN based on
models in [8] and [10]

The leading thought of this model is that instead
of deploying network services directly to the PS, they
are first fed into the DTN. This way the DTN exposes
the capabilities of the physical network to the network
applications. In turn, it receives information about the
intention of the network application. Based on collected
data from the physical network and modeled for example
through the use of machine learning on previous traffic,
the virtual twin now generates predicted network metrics.
These can be used to analyze, verify and optimize the
network application services and deploy them to the PS -
possibly even without human intervention [8] [10]. This
represents the most obvious differentiating factor to a mere
simulation since the DTN is able to both control and
manage the PS.

Following, the three layers are described in more
detail.

5.1. Bottom Layer - Physical Network

This layer is comprised of all physical devices in the
network. It is connected to and shares extensive amounts
of data with the DTN. The extent of this exchange de-
pends on the specific use case and its requirements. See
Sections 3 and 4 for further information. [8]

5.2. Middle layer - DTN

There are three main subsystems that can be identified
in a DTN and their interaction attempts to fulfill the
requirements given in Table 2. [8]
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5.2.1. Unified Data Repository. Responsibilities include
the collection and storage of data via the southbound
connections to the physical layer but also the process of
updating the current state.

5.2.2. Unified Data Models. This subsystem offers,
among others, instances of modeled network applications
which in turn allow the prediction and data processing
capabilities of the DTN.

5.2.3. Digital Twin Entity Management. This allows
easy maintenance, logging, control and visualization of
the DTN and its data models. It is also responsible for
the internal and external security of the DTN.

5.3. Top Layer - Network Applications

The top layer is comprised of the network applications
and their services. It is connected to the DTN and relays
current or prototype services and requirements to the DTN
which then sets up new emulating instances. Upon verifi-
cation that predefined metrics, such as traffic parameters,
coincide with modeled and expected behavior, the DTN
proceeds with deploying those services to the physical
layer. [8]

6. Practical Applications

There is one empowering capability that the litera-
ture is in consensus about: the predictive potential of
DTNSs [4] [5] [6] [7] [10]. So it seems obvious that this
is a centerpiece of many use cases - some of which will
be discussed in this section.

o Planning and construction: Wang et al. discuss
in [11] the possibility of DTNs for use during the
complete life-cycle of a network. Because of DTs’
property of replicability it is possible to create a new
physical system from the DTs’ information alone.
So it is feasible to begin the implementation of a
physical network with the creation of a DTN, con-
tinue with running numerous scenarios, optimizing
and verifying the network, all before a single phys-
ical device is installed. This not only reduces cost
but also risk especially with rising system complex-
ity. [10] [11]

o Maintenance and troubleshooting: A DTN with its
vast amount of meta information about a network has
the potential to find the root of an error very quickly.
Possible solutions can then be verified inside the
DTN and transferred to the physical network. [5] [11]

o Detection of abnormal behavior: A functioning
DTN mirrors the current operating state of its net-
work which means that deviations from the expected
behavior in the physical traffic from the one in the
DTN can be telltale signs for anomalies. This can
lead to earlier recognition or even prevention of
errors. [10]

o Optimization: Through the use of various data
driven models, a DTN can offer easier network op-
timization capability because it does not impact the
current active physical network. One particular cate-
gory of models can offer very promising outcomes:
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machine learning technologies. They can benefit from
faster and more efficient operation compared to tra-
ditional optimization algorithms because of their
awareness of previous optimizing runs. [8] [10] [11]

« Innovation: Trial runs in physical networks can have
multitudes of negative outcomes due to various rea-
sons for example unavailability of the network during
the run or risk of damage to the system. Naturally,
network operators are therefore very cautious and
conservative when testing innovative technology in
real world surroundings. A DTN offers an environ-
ment in which new protocols, applications or devices
can be scrutinized in a safe manner. It also provides
the possibility for in-advance-testing of edge cases
like network failures, misconfigurations or security
breaches. [8] [10]

7. Discussion and Open Questions

Condensing the findings of this paper, DTNs offer
many capabilities and advantages, especially for complex
and big networks. Because of the deep interaction with the
PS, the DTN is able to manage and control the physical
network in real-time.

What remains to be discussed however, is the practical
implementation of a DTN that fully satisfies the presented
requirements and delivers on the promises. Since tech
companies that already use DTNs are generally anything
but open about their implementations, this is a big ob-
stacle in experimenting and iterating over different design
possibilities of DTNs. Generalizing complex and huge net-
work topologies while still allowing for those predictive
capabilities is an open research question. Furthermore, the
collection, storage and processing of the desired amount
of data is everything but trivial, especially in real time
environments. [3] [10]

Future work is necessary to come up with possible
implementations that do not rely on broad financial and
subsequent technical capabilities which currently only big
tech companies seem to be able to provide. Further re-
search into DTN technology for small and medium sized
networks can also shed light on whether those would
benefit from this technology as well.

8. Conclusion

In this paper the technology of DTs was introduced
and their application in computer networking was dis-
cussed. These DTNs can offer solutions to questions
concerning vast and interconnected networks like mobile
telecommunication networks. Properties of and require-
ments for DTs and DTNs from different sources of litera-
ture [3] [4] [8] [9] were identified and presented, as well as
the suggestion for a conceptual model of a DTN [8] [10].
Applicable use cases include the complete life cycle man-
agement of a network spanning from planning all the way
to maintenance, troubleshooting and upgrading [5] [11].
The predictive capabilities of DTNs also allow for the
detection of abnormal network behavior and time and
cost effective integration of new technologies into the
network [10]. One of the most promising areas of interest
is the optimization of network traffic and topology. With
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its rich amount of data about the state of a network, the
DTN technology in combination with machine learning al-
gorithms can offer faster and probably better optimization
results than current network simulation [10] [11]. Lastly
the question of actual implementation was discussed and
underlying problems presented like the requirement for
storing and processing huge amounts of data in real-time.
In case these problems are successfully tackled, DTNs
have many possible applications for designing, optimizing
and maintaining computer networks.
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