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Abstract—Network latency depicts the total amount of time
for a data packet to be captured, processed and transmitted,
potentially through multiple devices, from one communica-
tion endpoint to another. This measurement of delay is a
performance characteristic among telecommunications and
cellular communication providers.

In this paper, we present our research on the implemen-
tation requirements of Ultra-Reliable Low-Latency Commu-
nication (URLLC) to the current ethernet infrastructure.
Further, we analyze commodity software and hardware on
the performance of low latency packet processing. Investiga-
tions focus on network areas and quality of service provisions
and conclude on requisites to support URLLC applications
in shared networks. Findings show that any non-specialized
network infrastructure requires fine-tuning of communica-
tion specifications that is capable of achieving maximum
transmission delay of approximately 50 ms with very high
achievable network reliability and utilization measurement.

Index Terms—S5G, ultra-reliable low-latency communication,
network latency, packet processing, reliability

1. Introduction

The latency of a network describes the overall delay in
the communication, usually measured in ms (millisecond)
and the final result is typically indicated as a round trip
delay — the absolute amount of time that is spent for trans-
mitting the information to the target destination and then
back to the original sender. It is important to appertain
performance optimizations concerning the latency to test
system performance emulating under high latency in order
to optimize for users with lousy connections.

Ultra-low latency is a service category introduced
in 5G New Radio (NR) standard which allows newly
emerging services and applications to surpass and re-
solve the prospective latency and reliability requirements.
5G NR is the global standard for a robust and capa-
ble cellular network infrastructure that enables enhanced
communication between user endpoints in terms of data
delivery, reliability, and transcend user experience on a
massive scale [1]. In summary, 5G networks encapsulate
the following generic connectivity types: enhanced Mobile
Broadband (eMBB), massive Machine-type Communica-
tion (mMTC), and Ultra-Reliable Low-Latency Commu-
nication (URLLC) [2].

The conception of 5G networks is inclined to inter-
weave with the notion of “ultra-reliable” connectivity,
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making the implementation process of URLLC rather
difficult and restrictive [3]. The trend of ultra-reliable com-
munication guarantees perpetual connectivity of approxi-
mately > 99.999% for a given time window [4]. URLLC
enables computer networks to process and exchange high
volume data packets with eminently low latency between
the endpoints. These networks support real-time access
and request/response to previse rapidly changing data [2].

The key feature of URLLC is low latency. This is a
crucial aspect for devices and/or gadgets which perform
over a common network of command nodes that pro-
vide query of commands on what needs to be executed
next [2]. Performance measurements that are included in
the following sections are conducted in the context of tail
latency-percentage of response times out of all responses
to the input and output requests that the system serves,
which take the longest amount of time in comparison with
the totality of its response times. With low tail latency,
networks are open to optimizations that enables the pro-
cessing of large amounts of data with minimal latency.
Since networks are required to be adaptive to dynamic
data entries and alterations, these optimizations have the
potential to increase the overall network utilization as well
as inaugurate an expeditious method of data transfer.

In this paper, we present our research and analysis
for the requirements of URLLC to the current ethernet
technology. Further, we analyze what is needed to support
URLLC applications in shared networks. The paper is
organized as follows. Section 2 represents some back-
ground and related work. Section 3 examines the current
status and evolution of the ethernet technology. Section 4
gives a brief description and potential sources of tail
latency. Section 5 presents thorough information on the
prerequisites of URLLC network infrastructure. Finally,
Section 6 concludes the paper and provides some literature
on various future work.

2. Background and Related Work

In this section, we present the work on supporting
URLLC on non-specialized networks and latency mea-
surement methodologies for low-latency systems.

2.1. Latency Measurement

Several studies exist [S]-[7] for achieving highly re-
liable connectivity with low-latency measurements. The
research carried out by Gallenmuller et al. [8] depicts a
new methodology for measuring the tail latency of Linux
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Figure 1: The effect of static latency on different applica-
tions. [9]

supported off-the-shelf hardware commodities. Further-
more, the research presents a software stack that lowers
the overall tail latency of packet processing applications.
Latency measurements are made through hardware times-
tamping for increased precision. The software stack that is
presented as a solution has attested to the occurrences of
low-latency packet processing on a consistent demeanor.
Ensuing case study proved to achieve a forwarding latency
of below 25 us for a non-overloaded Snort IPS.

2.2. Operating System and Hardware

Identifying the software- and hardware-related latency
and jitter is one challenge of ensuring low latency while
keeping the connectivity uninterrupted, i.e. reliability of
the connection. As Stylianopoulos et al. [4] examine, the
main objective is to prevent the network interruptions that
are directly influential over the user-space applications
which are responsible for handling the packet processing
flow in its service, to the furthest extent possible. To
achieve this, certain kernel options are introduced and
later delineated to have contributions to lower and stable
network latency. Examples include preparatory configu-
rations of system-level setup options that are namely;
Thread isolation which isolates the Data Plane Devel-
opment Kit (DPDK) cores to prevent common use of
these cores by other tasks, disabling of interrupt balancing
for disabling the dynamic interrupt distribution daemon
to avoid unrelated DPDK interrupts, and disabling Intel
turbo-boost technology which introduces high variation to
packet processing latency.

2.3. Cloud-based Applications

Cloud-based applications are described as the software
which the analogous users access through a shared net-
work, commonly being the internet. The research carried
out by Popescu et al. [9] focuses on characterizing the
latency of the cloud-based applications’ performance. Ap-
plications that are used during this research are Domain
Name System (DNS), Memcached, STRADS-a scheduled
model parallelism distribution framework, and Apache
Spark. The methodology is based on devising the host to
experience different network latency values by modifying
the link that connects the Top of Rack switch (ToR) to
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TABLE 1: Throughput and latency in 1G to 5G [11]

Generation Data Rate/Throughput Latency

(Maximum) (Minimum)
1G 9.6 kbit s™! > 1000 ms
2G 2 Mbits~! 600—750 ms
3G 100—300 Mbits~! (DL), < 10ms (UP), < 100 ms (CP)
50—75Mbits™! (UL) (typical values: 40—50 ms)
4G 1—3 Gbits™' (DL), ~ 5ms (UP), < 100ms (CP)
0.5—1.5Gbits™' (UL) (typical values: 40—50 ms)
5G 1 Thits™! (over 100m) < 1ms

> 20Gbits~! (DL),
> 10Gbits~! (UL)

the corresponding host. Figure 1 gives an overview of the
mentioned applications that are experimented in terms of
their additive latency — x-axis is the static latency added
in microseconds for round-trip time (RTT) and y-axis is
the normalized performance. In particular, the baseline
performance of the individual applications is analogized
with the ratio of the measured performance at each latency
point to analyse the effect of static latency [9].
Experimental conclusions suggest that different injec-
tions of controlled network latency have varying impacts
on different applications. In particular, latency values are
affected to differing amounts, such that even small net-
work delays are found to be influential upon divergent
application performance, nearly tens of microseconds.

3. Current Status of Ethernet Technology

Presently, ethernet is the most widely used commodity
network system that allows the implementation of wired
computer networking technologies, most of which are
commonly being used in local area networks (LANs) and
wide area networks (WANSs). Capabilities of the modern
ethernet technology allow expeditious data transfer and
hard real-time communication. Ethernet is readily scal-
able, thereby enabling thriving technologies to be eas-
ily integrated. Subsequently, as Loeser and Haertig [10]
points out, the current ethernet infrastructure is increas-
ingly moving towards the switches—network connection
devices that manage the data flow in a given network by
transmitting data packets between corresponding hosts. In
the context of media-access control, modern ethernet tech-
nology uses Carrier-sense multiple access with collision
detection (CSMA/CD) to defer data transmissions until
the predefined communication channel is not occupied by
any transmission. The aforementioned shift to network
switches allow the use of traffic shaping strategies by
means of implementing the hard real-time distributed sys-
tems on commodity networks. Nevertheless, current intu-
ition regarding the collision avoidance limitations yields
an increase in terms of processing load and bandwidth
allocation over a common network.

The evolution of network systems and their speci-
fications has been comprehensive apropos the changing
network architectures and radio access network (RAN)
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systems [12]. Throughout different generations of network
evolution, two principal parameters exist that are rudi-
mentary, namely throughput and latency. While latency
signifies the amount of time for data to travel from one
communication endpoint to another, throughput denotes
the amount of data that has moved successfully be-
tween the predetermined hosts. With the drastic evolution
of communication technologies, significant architectural
changes eventuated, introducing seamless connectivity and
mobility properties. In summary, Table 1 shows the val-
ues of different generations concerning the conjectural
throughput and latency evaluations [11].

Latest generation systems are intended to achieve ef-
ficient system development and utilization, in addition to
preserving end-to-end connection requirements. Nonethe-
less, the scope of this research does not cover deployment
and optimization fields, as the main focus is the applica-
tion of URLLC on non-specialized networks.

4. Sources of Tail Latency

The presented rationale is gathered from multiple tun-
ing guides, while also remarking the presence of various
studies that aim to overcome ambiguous extents that are
arisen from the complication of tail latency.

As already outlined, tail latency, commonly referred to
as high-percentile latency, is the percentage of response
times from which the response is received that takes the
longest amount of time in contrast to the overall response
times of the specified server. Maintaining a low margin
for tail latency is tricky, especially for large-scale appli-
cations that consist of interactive operations. Tail latency
is considered to be problematic due to numerous reasons.
As outlined by Haque et al. [13], applications with inter-
active foundations contend in terms of providing complex
user functionalities under strict latency constraints. As a
result, this creates an unavoidable setting in which tail
latency having an impact over user requests pursuant to
high degrees of parallelism—a performance metric that
indicates the number of operations that can be executed
on a server concurrently [13]. Since the totality of a
request is not finalized until the slowest sub-request is
finished, tail latency is proved to be an arduous challenge
for developers.

While tail latency might be an outcome of an
application-specific service, there are numerous reasons
where tail latency can be introduced to a network, some
examples being hardware peripherals, operating system
kernel modes or application-level configuration prefer-
ences. For instance, as Li et al. [14] points out, buffering
has an immense impact on networks that have low traffic
rates. This is considered as a primary predicament since
URLLC applications generally possess low traffic rates,
interpreting an operose situation since such conditions is
critical.

Nonetheless, there are numerous studies [10], [13],
[15] that explore and mitigate the problem of high la-
tency through modifying certain kernel operations, using
various software development tools to enable ISP and P2P
user cooperation and implementation of traffic shaping on
switched Ethernet.
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5. Network Communication Requirements of
URLLC

Following explorations and analysis are gathered from
various articles that focus on network latency characteri-
zation and URLLC performance on commodity hardware.
Imperative network specifications and requirements are
listed, and use cases are denoted accordingly.

The main purpose of URLLC is to resolve newly
emerging latency-critical applications by means of han-
dling the prospective latency and reliability requirements.
In principle, network systems that support URLLC ap-
plications are capable of supporting real-time access to
rapidly changing data by design, thereby allowing the net-
work to be optimal and available to network optimizations
in the context of processing high volume data packets with
eminently low latency [4]. While the benefits of URLLC
on a network are authenticated, particular communication
requirements must be established to the network before
enabling URLLC supported applications. Preliminary re-
quirements of URLLC services that are prospective to the
network infrastructure which the URLLC will be deployed
are as follows:

a Low latency: The approximated maximum end-
to-end latency requirements for a network with
URLLC adaptation, ranging from 1 ms to 50 ms.
On average, the conception of URLLC requisites
presented by 3rd Generation Partnership Project
(3GPP) organizations is an average user-plane
radio latency of 0.5ms, comprising uplink and
downlink together. Note that these values are not
bounded by an associated reliability value [4].

b High reliability: As stated in section 1, trend
of URLLC guarantees a perpetual connectivity
ratio of nearly > 99.999% reliability. As reported
by Stylianopoulos et al. [4], URLLC use cases
stipulate a reliability measure, ranging from
99.9% to 99.999% of reliability. Note that the
depictions are based on a network latency of 1 ms
for a transmission of packet size 32 bytes. Thence,
the network infrastructure must be capable of
sustaining a highly reliable packet delivery margin.

¢ Low jitter: In spite of the general network
specifications, i.e. a network infrastructure which
is verified to maintain a latency extremity that is
in the acceptable bounds of a system, a certain
deviation from the true periodicity of a network
is prospectively contingent [4]. This deviation is
commonly referred to as “jitter” which describes
the variance in latency. High values of jitter
connote inadequate network performance and
introduces packet loss to the network flow. In
particular, communications services that are based
on URLLC service category require the average
jitter to be < 50% cycle time [16].

Additionally, low traffic rates are also another aspect
that is considered essential to the notion of URLLC
services. However, event-based applications which aug-
mented to function in a dynamic environment are not
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TABLE 2: Example of low latency and high reliability use
cases and their requirements [1]

Scenario End-to-end latency  Reliability
Discrete automation— 1 ms 99,9999%
motion control

Electricity distribution— S5ms 99,9999%
high voltage

Remote control 5ms 99,999%
Discrete automation 10 ms 99,99%
Intelligent transport systems— 10 ms 99,9999%
infrastructure backhaul

Process automation— 50ms 99,9999%
remote control

Process automation— 50 ms 99,9%
monitoring

Electricity distribution— 25 ms 99,9%

medium voltage

both latency and throughput critical. Standard use cases
of these applications foster an approximate broadband
speed of < 50Mbits~!, a comparatively low traffic rate
as contrasted with modern networks [1].

An example of URLLC use cases and requirements [1]
are depicted in Table 2. Examples are made with respect
to predefined industrial applications that benefit from the
utilization of a URLLC network infrastructure. As for-
merly indicated, end-to-end latency values are in the range
of 1ms to 50ms, in addition to the eminent reliability
percentages. Per contra, maintaining the scope on network
design and overall system performance.

6. Conclusion and Future Work

Ultra-reliable and low-latency communication is a sub-
stantial service category for providing reliable connection
segments to applications that retain stringent latency and
reliability measures. The main features of URLLC, low
latency and high reliability in particular, enables a primary
usage scenario for 5G network infrastructure. In order to
sustain a network system that supports URLLC applica-
tions, the analogous network infrastructure must be fine-
tuned in terms of sustaining high reliability for the corre-
spondent application channels and a latency measurement
of 50 ms extremity. Furthermore, certain studies exist for
enabling and testing URLLC on Wireless Access systems
and Cloud-based application data centers.

In particular, Popovski [17] provides a framework that
can be utilized for scheming ultra-reliable wireless net-
work systems, and analyzing accordingly. Previous work
of the same research depicts the building blocks for the
appliance of URLLC in wireless network access. Continu-
ally, the following research is aimed to provide further in-
formation on techniques and principles for URLLC wire-
less access. The research further annexes investigations
by introducing a detailed discussion on communication-
theoretic principles of URLLC. Subsequently, concepts of
latency and reliability are expressed as coupled, from the
perspective of an application that has a predefined latency
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constraint. At length, reliability of a communication is
defined under the probability that the measured latency
does not exceed this predefined latency constraint.
Additionally, Popescu et al. [9] present quantitative
results regarding test benchmarks of cloud-based applica-
tions. Results suggest that applications that are of different
complexity and distance to the corresponding data centers
are affected by network latency to differing amounts.
Findings are auspicious with respect to sustaining a cloud-
based ultra-low latency network environment for the up-
coming future studies that are fundamental to this area.
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