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ABSTRACT
In this paper we present the foundations of Network Anomaly
Detection, which include the definition of a Network Anomaly
Detection System, its purpose, challenge. This paper also
provides an overview over the different types of attributes
extractable from raw network data. Another valuable aspect
of this paper is the taxonomy of various different algorithm
types, which are described, in a concise way. This includes
the main advantages and drawbacks of each type and an
evaluation of the methods as well as two examples of algo-
rithms.
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1. INTRODUCTION
According to Anderson [2], an intrusion attempt or threat
is defined as “deliberate and unauthorized attempt to (i) ac-
cess information, (ii) manipulate information, or (iii) render
a system unreliable or unusable”. With the steady advance
of network-based computer systems and modern technolo-
gies, there is a increasing need of systems capable of detect-
ing network intrusions, which pose a massive security risk.
An example would be the massive Distributed Denial of Ser-
vice (DDoS) attack on the french web hoster OVH in 2016.
This was done by an Internet of Things-based botnet [5],
which is a network of private computers infected with mali-
cious software and controlled as a group without the owners’
knowledge.

In this paper, we explore one of the measures used to counter
such issues, namely Network Anomaly Detection (NAD).
NAD is defined as identification of events, which differ from
an expected pattern, particularly in network data. Hence-
forth, in the subsequent parts of this paper, we discuss the
different features of the NAD as well as the algorithms and
methods applied on the system.

2. NETWORK ANOMALY DETECTION
[4] defines anomaly detection in networks as “the problem
of finding exceptional patterns in network traffic that do
not conform to the expected normal behaviour”. The out-
standing patterns are mostly referred to as ’anomalies’ or
’outliers’ in this context. There are three types of anoma-
lies: (i) point, which is an instance of individual data that
has been found anomalous, e.g. a purchase with large trans-
action value; (ii) contextual, a data instance found anoma-

lous in a specific context, e.g. a large spike in traffic in
the middle of the night and (iii) collective, a collection of
data instances found anomalous, e.g. breaking rhythm in
an electrocardiogram (ECG) [4]. Anomalies can be divided
into two categories [14]: (a) performance related anomalies
and (b) security related anomalies. In this paper, we focus
on the security related anomalies which occur due to mali-
cious activities intended to flood the network with unneces-
sary traffic hijacking the bandwidth and turning the system
inaccessible, i.e. a DDoS attack as mentioned before.

2.1 Properties of NADS
Network Anomaly Detection Systems (NADS) serve the main
purpose of processing network data by monitoring packets
on the network and look for patterns and is used to de-
termine whether the input data is an anomaly or a normal
data instance. According to [4], NADS is based on five differ-
ent characteristics which describe the concept: (i) “Principal
assumption: All intrusive activities are necessarily anoma-
lous.” (ii) The method compares the normal system state
with an established profile. When the degree of deviation is
too high, intrusion attempts are reported. (iii) False posi-
tives are anomalous activities, which are not intrusive. (iv)
“One should select threshold levels so that neither of the
above two problems is unreasonably magnified nor the selec-
tion of the features to monitor is optimized.” (v) “Computa-
tionally expensive because of overhead and possibly updat-
ing several system profile matrices”. Aside from that, NADS
operate on three different modes: (i) supervised, which uses
both training data from normal and anomaly classes; (ii)
semi-supervised, which only use labeled instances of data
for the normal classes and (iii) unsupervised, which requires
no labeled instances of data but labeling is done by the sys-
tem itself [4].

2.2 Challenge of NADS
The biggest challenge for Network Anomaly Detection Sys-
tems is the definition of the“concept of normality” [4], which
is defined “by a formal model that expresses relations among
the fundamental variables involved in the system dynamics”
[4].

Therefore, instances are detected as anomalous, if the de-
gree of deviation with respect to the normal profile is too
high. [4] introduces an abstract model of an anomaly de-
tection system S that uses a supervised approach. Training
datasets are used and labelled for normal as well as for the
anomaly class. S is defined as S = (M,D) with M being the
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normal model and D being “a proximity measure that al-
lows one to compute, given an activity record, the degree of
deviation that such activities have with regard to the model
M. Each system can be broken down into 2 modules: (i)
a modeling module, which trains the system to achieve the
normality model D and (ii) a detection module, which uses
(i) to classify new traffic as anomalous or outliers. M needs
to be flexible in order to handle changing scenarios”.

3. FEATURES
Features are defined as attributes extractable from raw net-
work data, in which its selection is crucial for network anomaly
detection. Feature selection is the process of extracting spe-
cific features out of raw data to be loaded into an algorithm
because not all algorithms work with all kinds of data. Most
data can be classified into one of two groups : (a) numeri-
cal or (b) categorical. Numerical data can be divided into
two more subgroups, which are discrete data (representing
items which can be counted) and continuous data (repre-
senting measurements or values that can only be described
using real number intervals). Feature selection offers a lot
of advantages because it (i) improves the performance of an
algorithm as it cuts down on feature dimensionality , (ii) re-
moves insignificant features , (iii) improves data quality and
therefore the efficiency of learning algorithms, (iv) raises the
detection rate and (v) helps in understanding the data gen-
eration process as well as visualizing it [3] [4].

When looking for useful features, there are various ways to
view a connection. First, it can be done by inspecting indi-
vidual packets and their characteristics stored in the head-
ers. Another method of viewing a connection could be done
by analysing the packet flows from the source to destination
and vice versa. In the following we are analyzing the TUIDS
dataset described in [3], which divides features into three dif-
ferent categories: (i) packet traffic feature dataset, (ii) net-
work flow traffic feature dataset, (iii) portscan. We are only
going to analyze (i) and (ii) as the survey does not mention a
significant reason to additionally consider (iii). The features
listed in this dataset will be compared to other surveys the
features and complemented by using other sources.

3.1 Packet Traffic Features
This section describes the possible features which can be
extracted by inspecting individual packets and their head-
ers. These are otherwise known as packet traffic features.
This information can be used to create statistics to detect
anomalies. Other algorithms which utilize this informa-
tion to detect anomalies are available aswell. The infor-
mation itself can be extracted by looking at the connection
and sampling packets in different timeframes or at different
points in time. Sampling is necessary here as perusal of the
full packet data would be very time consuming and costly.
Packet traffic features can be divided into (i) basic packet
features (see Figure 1), (ii) content-based packet features
(see Figure 2), (iii) time-based packet features (see Figure
3) and (iv) connection-based packet features (see Figure 4).
The Figures 1-4 are giving a general overview of the features
which are applicable for later uses. Besides the listed fea-
tures from [3], there are other features, which can be used,
when inspecting into individual packets and their headers.
In comparison [11] uses IP packet size as well as TCP Header
Size, TCP Window Size and TCP options and some of the

Figure 1: Basic Packet Features from [3]

Figure 2: Content-based Packet Features from [3]

listed features. [9] used the S0 Flag, which is the first SYN
packet sent, when the 3-Way-Handshake for TCP is estab-
lished, as well as the rejection (REJ) flag as features and
some of the listed features. In [12] identification number is
used together, with acknowledgement number and the op-
tions.

3.2 Network Flow Traffic Features
This section describes the possible features which can be ex-
tracted by inspecting the flows between the source and its
destination. This aspect is important as it takes a look at a
collection of packets, which would allow the identification of
patterns or features otherwise unnoticeable on the level of
individual packets. This enables the view on stateful connec-
tions such as TCP and the TCP 3-Way-Handshake [9]. Net-
work flow traffic features (Figure 5) are divided into (i) ba-
sic features, (ii) time-window features and (iii) connection-
based features. In comparison [8] additionally counts the
number of packets, acknowledgement packets, retransmit-
ted packets and pushed packets.
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Figure 3: Time-based Packet Features from [3]

Figure 4: Connection-based Packet Features from
[3]

4. ALGORITHMS
This section presents various algorithms for NADS, cate-
gorizes them for an overview and shows two algorithms as
examples. Algorithms in this specific context are mandatory
as NAD is not possible without them. There are different
approaches by various algorithms to solve the problem of
NADS. In the end, the choice of the algorithm will influence
the type and quality of the result significantly.

4.1 Classification of NAD Methods
In this subsection the different methods of Network Anomaly
Detection are classified and represented as a taxonomy. An
algorithm implementing classification is a classifier. In [4]
are divided into 6 major categories: (i) statistical-based, (ii)
classification-based, (iii) clustering and outlier-based, (iv)
soft computing, (v) knowledge-based and (vi) combination
learner. These 6 categories are going to be explained in
detail in the following subsections in consideration of their
advantages and drawbacks.

4.1.1 Statistical-based NAD
For statistical-based NAD, “an anomaly is an observation
which is suspected of being partially or wholly irrelevant be-
cause it is not generated by the stochastic model assumed”
[4]. Thus, instances with a low probability of being gen-
erated are anomalies. The techniques are divided into (i)

Figure 5: Network Flow Traffic Features from [3]

parametric and (ii) non-parametric. Parametric techniques
“assume knowledge of the underlying distribution and esti-
mate the parameters from the given data” [4], while non-
parametric techniques does not. The advantage of these
techniques are that they do not require “prior knowledge
about normal activity” [6] and can provide accurate noti-
fication of malicious activities [4] [6]. The drawbacks are
that they are vulnerable to be trained by attackers until
“the network traffic generated during the attack is consid-
ered normal” [4] and setting values for different parameters
and metrics is difficult, especially balancing between false
positives and negatives [4].

4.1.2 Classification-based NAD
Classification-based NAD tries to assign new data instances
into categories, based on training datasets [4]. Each object
can be described using attributes or features. “Linear clas-
sification tries to find a line between the classes” [4], but the
“classification boundary may be non-linear” too [4] as seen
in Figure 6. Advantages of these techniques are that they
are capable of improving their execution by integrating new
data. Thus, they are adaptable for “training and testing”
purposes [4]. Also these techniques have a high detection
quota for known anomalies subject to suitable thresholds
[4]. The drawbacks are that they are highly susceptible to
the hypotheses made by classifiers. Furthermore, they are
incapable of detecting unidentified anomalies until applica-
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ble training datasets are provided [4].

Figure 6: Classification-based NAD from [4]

4.1.3 Clustering and outlier-based NAD
Clustering is grouping new sets of objects into groups called
clusters by using a given correlation or measuring distance
[6]. Objects in the same cluster are more related to each
other than those in other clusters. The most common prac-
tice“consists in selecting a representative point for each clus-
ter” [6]. This can be visualised in Figure 7(a), which shows
a set of unidentified objects in two dimensions grouped into
five clusters by drawing ellipses around them [4]. In Fig-
ure 7(b), we then see the separation of outliers (anomalous
data points) from the normal clusters, in which these out-
liers are points which do not fall into any of the clusters
formed [4]. The advantages of these techniques are that
it is easy to find outliers when working with small-scaled
datasets. Another advantage is that “bursty and isolated”
[4] anomalies can be analyzed accurately. The drawbacks
of these techniques include the fact that only continuous
attributes (Examples listed in Chapter 3 Figures 1-5) are
used for most of the proposed techniques. In NAD, an hy-
pothesis is that “larger clusters are normal” [4] while smaller
ones are attack or intrusions. It is challenging to evaluate
these techniques without this hypothesis. The use of dis-
proportionate measurements influences the detection quota
negatively. The computational complexity can be quite high
when compared to other NAD techniques as most techniques
use both clustering and outlier detection [4].

Figure 7: Clustering and outlier-based NAD from
[4]

4.1.4 Soft Computing
Soft computing techniques are sufficient for NAD because
sometimes it is impossible to find exact solutions [4]. Soft
computing is divided into the following methods : (i) Ge-
netic algorithm (GA), (ii) Artificial Neural Networks, (iii)
Fuzzy Sets, (iv) Rough Sets and (v) Ant Colony algorithms
and artificial immune systems [4].

(i) Genetic Algorithm (GA) is a population-based adaptive
heuristic search for finding solutions to optimization and
search problems based on the concept of biological evolu-
tion [4]. The approach is to evolve a population of possible
solutions towards a better solution, which will in turn, result
in better detection rates of anomalies. GA uses three main
steps to determine the next generation: (a) selection, (b)
crossover and (c) mutation. Each solution has a set of prop-
erties called chromosomes, which can be altered. Initially,
selection involves using a fitness-based mechanism, where a
sample of fitter solutions get picked from a huge population
of random genes. The higher the fitness score a chromo-
some has, the better the chance it has to be selected. The
selected solutions are then used for crossover. This is when
a new type of chromosome is generated by exchanging ran-
dom selected segments from the chosen chromosomes. The
mutation alters existing chromosomes as the new type will
now contain parts that cannot be found in the original ones.
The process is then repeated until the best suitable solution
is found. This solution must meet the criteria that was de-
cided upon before the process and it will be optimal, such
that successive iterations will not be improving the results.
However, there are some limitations to this method, includ-
ing the amount of time it may consume for the process [12]
[7]. For example [7] uses GA to develop and improve rules
for NAD. This example is further explained in Chapter 4.3.

(ii) Artificial Neural Networks (ANN) are inspired by recog-
nition that our brain works in a completely different way
compared computers. The brain performs certain computa-
tions (e.g. pattern recognition, motor control) much than
the fastest computer. ANN is based on a collection of con-
nected units, called neurons. The connection between two
neurons is called a synapse and can transmit a signal to
another neuron. Thus, in order to achieve a good perfor-
mance, real neural networks utilize massive interconnections
of neurons. Neural Networks learn from their environment
by changing interconnection strenghts and synapse weights
of the network [4] [6]. In the context of NAD, ANNs are
used for data clustering, feature extraction and similarity
detection, which is further detailed in [3].

(iii) Fuzzy network intrusion systems are used to determine
whether malicious activity is taking place on a network us-
ing fuzzy rules. The system combines simple network traffic
metrics with fuzzy rules to determine the probability of spe-
cific or general network anomalies. Once metrics are avail-
able, they are evaluated using a fuzzy set theoretic approach
[4].

(iv) Rough set is a mathematical tool for feature extraction
in a dataset generating explainable rules for intrusion detec-
tion [1].It is used when we do not have complete knowledge
of the system. The mathematical framework of rough set
theory enables modelling of relationships with a minimum
set number of rules. For example, this method first extracts
a minimum set of detection rules as the system generates
sequences from the normal behaviour model during the ex-
ecution of a process. With these rules, it then detects any
abnormal operating status of the process and reports the ab-
normality as a possible intrusion. The benefits of using this
technique are: (i) enables learning with small size training
datasets and (ii) overall simplicity [3] [4] .
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(v) Ant colony optimization (ACO) and related algorithms
are techniques for solving computational problems, which
can be rephrased to search for optimal paths through graphs.
The algorithms tries to mimic the behavior of ants search-
ing for a path between their colony and a source of food.
Artificial Immune Systems (AIS) represent a computational
method inspired by the principles of the human immune
system. The human immune system is proficient at per-
forming anomaly detection [4]. ACO in this context is used
for feature selection and network anomaly detection, which
is further explained in [3].

The advantages of soft computing-based anomaly detection
are that these systems show a very high amount of flexibil-
ity and adaptability [6]. Unsupervised learning, using com-
petitive neural networks, is effective in data clustering, fea-
ture extraction and similarity detection. Drawbacks of these
techniques are that they have a high resource consumption
as well as high dependency on the hypothesis, about the
behaviour accepted for the system. This means that the
training of the systems become very difficult, if there is a
lack of normal traffic data.[6]

4.1.5 Knowledge-based NAD
Knowledge-based methods are utilizing network or host events
and check these against known attack patterns and prede-
fined rule sets. [4] separates these methods into two different
categories: (a) rule-based and expert system approaches and
(b) ontology and logic-based approaches.

(i) The expert system is a rule-based system, without or with
knowledge. This system matches rules against the current
state of the system utilizing a rule engine. Depending on the
outcome, it fires one or more rules [4]. A very popular ex-
ample of a rule-based Network Intrusion Detection System
is Snort [13], which is an open source intrusion prevention
system capable of real-time traffic analysis and packet log-
ging.

(ii) Ontology and logic-based approaches use expressive logic
structure in real time to model attack signatures by integrat-
ing statistical properties and constrains [4].

The advantages of these techniques are flexibility, robust-
ness and scalability. Additionally they have a high detec-
tion quota, if training datasets are available for both normal
state and anomalies. Drawbacks are the costs and time con-
sumption for the development of a high-quality knowledge.
It is very challenging for these techniques to detect unknown
anomalies [4].

4.1.6 Combination learners
Combination learners are combining multiple techniques and
split into three different categories: (i) Ensemble-based meth-
ods, (ii) Fusion-based methods and (iii) Hybrid methods [4].

(i) The idea between ensemble-based methods is to consider
various classifiers and combining them into one, which out-
performs all of these. These techniques evaluate individually
and combine them to reach a final verdict. Advantages of
ensemble-based methods are that even though the individ-
ual classifiers are weak, the ensemble techniques still perform
well by combining various classifiers. Another advantage is

Figure 8: Flow-based features used in [10]

that they are usable on large-scaled datasets and the set
of controlling parameters are extensive and can be easily
adjusted. The drawbacks of these techniques are finding
consistent performing classifiers from a pool of classifiers is
challenging [4].

(ii) Fusion-based methods is trying to improve classification
accuracy compared to individual decision-based techniques
by merging data on (a) data level, (b) feature level and (c)
decision level. Data fusion is efficient in terms of increas-
ing timeliness of attack identification and helps reducing
false alarm rates. Another advantage would be that deci-
sion level fusion have a high detection rate when given ap-
plicable training data. The downsides of these techniques
are the high consumption of resources as well as the feature
level fusion being a time consuming task [4].

(iii) Hybrid methods in [4] are combining various known
methods trying to create a new system due to anomaly-based
NIDS having a too high false positive rate as well as misuse-
based NIDS, which only detects known intrusions. This ap-
proach differs from (i) as it also uses misuse-based NIDS.
These methods benefit using features from both signature
and anomaly-based network anomaly detection. This leads
to being able to handle both known and unknown anoma-
lies. The drawbacks of these techniques are that they cost a
lot of resources and updating rules or profiles or signatures
dynamically remain difficult [4].

4.2 NAD using CUSUM and EM Clustering
The following section shows an example of a system, which
uses CUSUM, non-parametric CUmulative SUM, and EM,
Expectation-Maximization, based clustering algorithm [10].
The features used in the survey are all flow-based packet
features, which mainly are the number of flows, the average
number of packets, bytes per flow and the average number
of bytes per packet in a set time interval (Figure 8).

The following Figures 9 (EM) and 10 (CUSUM) show that
EM outperforms CUSUM in almost every feature category,
as the detection rate (DR) is significantly higher for nearly
all features. Although, both techniques show a significant
amount of false positive rate (FPR). This leads to the con-
clusion that despite being able to detect anomalies correctly
with a decent rate, the system is buried by false alarms as
the quota is the FPR for each feature is almost over 80 per-
cent for each feature in both tests.
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Figure 9: Performance of EM detector used in [10]

Figure 10: Performance of CUSUM detector used
in [10]

4.3 Rule-based NAD using GA

Table 1: Training data test results used in [7]

Type Occurence
Correct
Identif.

Incorrect
Identif.

Reliability

Normal 5000 4460 540 89.2
Attack 5139 4864 275 94.64

Table 2: Test data test results used in [7]

Type Occurence
Correct
Identif.

Incorrect
Identif.

Reliability

Normal 5040 4710 330 93.45
Attack 4958 4670 288 94.19

Table 3: Iterations relative to accuracy in [7]
S # Iterations Accuracy (%)

Training Test
1 500 74 71
2 1000 81 79
3 1500 86 84
4 2000 93 91

This section shows another example of NAD. The technique
proposed in this paper [7] uses genetic algorithms to estab-
lish rules for NAD. On this occasion a chromosome in an
individual consist of genes matching attributes such as ser-
vice, flags, super-user attempts and being logged in or not.
The tests between training data (Table 1) and test data
(Table 2) show promising results as well as a very low false
alarm rate. Table 3 shows the comparison between differ-
ent iterations and their accuracy after evolving the rule sets
with GA. These results show that more iterations lead to a
significant higher amount of accuracy. The rate of increase
in accuracy decreases as the number of iterations increases.
Thus, this concludes that there is a reasonable amount of
iterations which should be made but further iterations at
some point do not increase the accuracy of the result.

4.4 Evaluation
This section evaluates all the discussed techniques presented
in this paper. The techniques share the common goal of de-
tecting anomalies however work in a completely different
way. Choosing which one to use depends on the resource
consumption, robustness, false alarm rates and detection
rate. Depending on the situation, the certain technique’s
adaptability will determine how much information one can
learn from training datasets. Analysing the main advan-
tages and disadvantages of each type that was discussed in
Chapter 3 and 4, it will allow us to compare the different
techniques.

Starting off with statistical-based NAD, these techniques are
very susceptible to wrong parameters and hard to adjust.
They are reliable when it comes to detection rate and do not
rely on training data. However, this means that their only
way of adapting is to change the parameters, which may
prove to be difficult especially in balancing false positives
and negatives. Classification-based techniques are highly
adaptive, but rely heavily on training data and do therefore
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have high detection rates for known anomalies only. Thus,
it is challenging to work with classification-based NAD on
high-dimensional data. Clustering and outlier based algo-
rithms have the massive drawback since they can only work
on continuous data, which restricts them from using data
like the protocol or flags mentioned in Chapter 3 (Figure 1-
4). Other than that, they can perform well with small-scaled
datasets by accurately detecting anomalies. Soft computing
methods have the advantage of high adaptability and flexi-
bility. The only disadvantages for these techniques are the
reliance on training datasets and the high resource consump-
tion. Knowledge-based techniques profit from high flexibil-
ity, scalability and robustness. However, they are reliant on
training datasets, which leads to a high detection rate for
known anomalies only. It is also challenging to detect rare or
unknown anomalies as well as the acquisition of high-quality
training datasets. Combination learners are also very de-
pendent on training data, have a high resource consumption
and are difficult to adjust. On the other hand, depending
on the type of technique used, it can detect both known and
unknown anomalies.

5. CONCLUSION
We conclude that Network Anomaly Detection covers a wide
variety of interesting features, which algorithms can work
with. The algorithms itself show a huge diversity between
them, ultimately ending up with one goal: anomaly detec-
tion on network data. Altogether it can be said that each
method has its own advantages and drawbacks. Therefore,
it is challenging to determine which is the best type of algo-
rithm to work. The main reason is that it depends a lot on
the user’s goal and purpose, availability of the data as well
as the amount of available resources.
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