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ABSTRACT

Advanced applications, such as distributed multimedia applications, require efficient communica-
tion subsystems providing a variety of services. Existing communication systems face increasing
difficulties in fulfilling these requirements. In particular, the efficient provision of reliable group
communication services in ATM-Networks remains a major unresolved issue. This paper presents a
novel framework for support of multipoint communication in ATM networks. Two adaptation layer
protocols are presented that provide reliable multicast services. The first one, called RLMCP
(Reliable Lightweight Multicast Protocol), is a simple and efficient adaptation layer protocol for the
Service Specific Convergence Sublayer of AAL5. It uses a frame-based ARQ scheme and is suit-
able for virtual connections with low cell loss rates. The second one, called RMC-AAL (Reliable
Multicast ATM Adaptation Layer), features cell-based ARQ and cell-based FEC. A new network
element, called the Group Communication Server (GCS), is presented for implementing the adapta-
tion layer protocols in network nodes. It allows for hierarchical multicast error control and support
of heterogeneous scenarios. The framework permits to select the combination of error control
mechanisms most suitable for the requirements of a specific communication scenario. The func-
tionality of end systems and group communication servers is described, and a basic implementation
architecture is presented. Based on this architecture, approximations for the processing delays are
presented when the different error control schemes are applied. Finally, the influence of the different
error control schemes onto the selection of an appropriate memory management strategy is investi-
gated.

1 INTRODUCTION

Upcoming applications, for example distributed multimedia systems, computer-supported co-
operative work (CSCW) applications, and virtual shared memory systems require reliable high
performance multipoint communication services. Quality of service (QoS) issues of importance are
not only throughput, delay, and delay jitter, but also differences of delay and reliability within the
group. A key problem that must be solved to provide a reliable multipoint service is the recovery
from cell losses due to congestion in the switches. The probability for cell loss may vary over a wide
range, depending on the strategy for usage parameter control (UPC) and call admission control
which is applied. It is still an open question how low cell loss rates can be guaranteed for bursty
multicast traffic, while using network resources efficiently. Cell losses caused by buffer overflows
do not occur randomly distributed, but show a highly correlated characteristic [1]. If a reliable serv-
ice in ATM networks is based on traditional transport protocols like TCP, severe performance de-



gradations may be observed [2]. For the provision of a reliable multipoint service, the probability for
losses increases for a growing number of receivers. However, there are still no convincing concepts
for reliable high-performance group communications in ATM-networks. Therefore, the provision of
reliable group communications requires the development of efficient protocols and of communica-
tion systems that achieve high performance even under conditions with high cell losses.

This paper focuses on design and assessment of error control mechanisms for correction of cell
losses for group communication. Section 2 gives an overview on related protocols for error recov-
ery. In section 3, the proposed framework for reliable multicast communication is presented. Sec-
tion 4 presents performance results of different error control schemes and suggestions for memory
organisations that seem most adequate.

2 ENHANCED SERVICES IN ATM NETWORKS

2.1 Unreliable Multipoint Services in ATM Networks

Applications may require the following types of multipoint communication: one-to-many, many-to-
one, and many-to-many. ATM networks directly support multicast communication by point-to-
multipoint virtual connections. However, many-to-many (i.e., multipeer) communication can be
provided only indirectly in ATM networks [3]. The following two techniques are for multipeer
communication in ATM networks. In the first alternative, known as VC mesh, each transmitter in a
group has to establish a point-to-multipoint connection to all of the other nodes of the group. N
point-to-multipoint connections are required for a group with N transmitters. This solution does not
scale well for large groups. For large, long-lived groups, numerous virtual channels need to be
maintained. Receivers joining or leaving a group require modifications of every multicast tree,
causing unwanted delay. In the second alternative, each node establishes a point-to-point connection
to a so-called Multicast Server [4], [5]. A point-to-multipoint connection from the Multicast Server
to every member of the group is used to transmit messages to the members of the group. This re-
quires N point-to-point connections and one point-to-multipoint connection, improving the scalabil-
ity significantly.

2.2 Reliable Services in ATM Networks

According to the B-ISDN protocol reference model, mechanisms for error recovery may be inte-
grated into the Service Specific Convergence Sublayer (SSCS) of the adaptation layer for provision
of an assured mode service [6]. Up to now, only two SSCS protocols that offer error control
mechanisms are specified by ITU. The Service Specific Connection Oriented Protocol (SSCOP) is
an SSCS protocol that offers an assured mode service for signalling. The protocol provides end-to-
end flow control and recovery of lost or corrupted data frames by selective retransmissions. How-
ever, SSCOP does not support assured mode multicast connections. For AAL1, an SSCS with FEC
is proposed [6], based on a Reed-Solomon-Code applied to blocks of 128 cells that allows the re-
generation of up to four missing cells (long interleaver method). Alternatively, a short interleaver
method which uses blocks of 16 cells and which allows the regeneration of a single cell loss is under
discussion. Additional FEC schemes for ATM were proposed and investigated in [7] and [8]. How-
ever, there remain still a number of open questions concerning the combination of FEC and ARQ in
ATM networks.

Transport layer protocols that are suitable for a connectionless network layer, like TCP, TP4 and
XTP, allow the provision of reliable services in ATM networks, but are not very well suited to a
homogeneous ATM environment. The error control mechanisms of these protocols are very general
and not designed for the connection-oriented transmission of ATM cells and AAL frames. These



transport protocols need to tolerate packets delivered out of sequence by the network layer. An ad-
aptation layer protocol may benefit from the in-sequence delivery of the ATM-layer service and may
use sequence number gaps for error detection. Another problem arises due to the fact that ATM
signalling differs conceptually from signalling in traditional transport protocols. ATM is based on
out-of band signalling, while conventional transport protocols are based on in-band signalling. If
these protocols are to be used in ATM networks, mapping of transport layer connection control to
ATM signalling needs to be performed [9].

Existing transport protocols also frequently lack adequate support for reliable multipoint services.
XTP offers support for reliable multicasting by a list-based algorithm and the so-called bucket al-
gorithm. However, error control based on the bucket algorithm has significant shortcomings, as
shown in [10]. TP++ [11] is an example for a transport protocol that is suitable for ATM networks.
It uses retransmissions in combination with FEC for error recovery (type I hybrid ARQ). At present,
it is the only transport protocol for high speed networks with FEC. However, it is only capable of
unicast communication. Up to now, no protocol that combines ARQ and FEC was presented for
multicast communication in ATM networks.

While transmission capacity was growing enormously over the last years, protocol processing and
system functions in the transport component turned out to be a performance bottle-neck. High per-
formance communication subsystems, based on parallel protocol processing, and hybrid architec-
tures with hardware components for time-critical operations [12] allow for the provision of a service
with high throughput and low latency. For highest performance, complete VLSI implementations of
transport subsystems are planned [13]. The performance bottle-neck of the transport component that
can be observed for point-to-point communication is even more crucial for reliable multipoint con-
nections. For a growing number of receivers, processing of an increasing number of control packets
(known as the implosion problem), and management of a large amount of status information needs
to be performed. Therefore, the provision of reliable multipoint services in ATM networks will
benefit from the development and implementation of multipoint error control mechanisms tailored
for this target environment.

3 EFFICIENT PROVISION OF RELIABLE MULTIPOINT SERVICES

It can not be expected that there exists a single solution for reliable multicasting which is satisfying
under all circumstances. Instead, it is important to allow the selection of the error control mecha-
nisms most suited for a specific environment. The framework presented in this section describes
how frame-based ARQ, cell-based ARQ, and also cell-based FEC may be integrated into the adap-
tation layer for the efficient provision of reliable multicast services. Additionally, it describes how
these error control mechanisms may be integrated into dedicated servers, and how large groups may
be supported by a hierarchy of servers for better scaling properties of reliable group communication.
Both performance and implementation complexity have to be considered for a selection of the error
control scheme. The selection depends on the cell loss rate, the link length, the path capacity and the
available buffers as well as on the application requirements for delay and throughput. In [14] and
[15], results from analysis and simulation were presented which allow to identify the most appro-
priate error control scheme.

The framework considers a number of different group communication services: a fully reliable mul-
ticast service with assured delivery to every receiver, and a K-reliable multicast service with as-
sured delivery to at least K receivers of a group. Additionally, a multiplexing service is provided by
the group communication server for multiplexing of AAL frames from different transmitters over a
single virtual connection.



3.1 Service Specific Convergence Sublayer with frame-based ARQ

The Reliable Lightweight Multicast Protocol (RLMCP) was developed for a simple and efficient
provision of reliable multicasting. In ATM end systems, RLMCP can be used as a Service Specific
Convergence Sublayer for AAL5. The protocol features error control by frame-based retransmis-
sions, and window flow control. Data frames have a protocol overhead of 10 bytes in the frame
header. The AAL5 trailer introduces an additional overhead of 8 bytes. The protocol uses the fol-
lowing data format: the first byte of the header indicates the frame type (data frame, retransmission
frame, or acknowledgement). It also contains a flag for immediate acknowledgement request, and a
flag indicating the last frame of a burst. The frame header contains a transmitter identifier, and a
field for the length of the SSCS-PDU payload. Frames carry frame sequence numbers of 24 bits,
which is sufficient for WANs at very high speeds. Frames also carry a sequence number for the
lowest sequence number a transmitter is prepared to repeat. Retransmissions may be performed in
selective repeat or go-back-N mode. Receivers send acknowledgements periodically, after reception
of a frame in which the 'immediate acknowledgement' bit is set, or after detection of a missing
frame. Gaps in frame sequence numbers and a receiver timer are used for detection of a lost frame.
The 'last frame of stream' bit is for informing the receivers of the end of a burst of frames. This al-
lows the receivers to stop their loss detection timer. Receivers may use cumulative positive acknow-
ledgements, sending a lower window edge, and selective positive or negative acknowledgements,
using bit maps with a length of 32 bytes (for a sequence of up to 256 frames). For flow control,
acknowledgements contain an upper window edge for the highest sequence number a receiver is
prepared to receive.

3.2 Combination of cell-based ARQ and FEC

The Reliable Multicast ATM Adaptation Layer (RMC-AAL) features cell-based ARQ and FEC for
an efficient provision of reliable multicast services under conditions of higher or varying cell loss
rates, and for applications with strong delay requirements. Error recovery of RMC-AAL is based on
three schemes: pure ARQ, type I hybrid ARQ, and pure FEC. RMC-AAL allows to adjust the
amount of redundancy depending on the requirements for throughput and delay, the cost of band-
width, the path capacity, and the number of receivers.

The format of the RMC-AAL data frame header is identical to the frame header of RLMCP ex-
plained in the previous section. Like RLMCP, RMC-AAL uses the trailer of AAL5-CPCS, protect-
ing the payload of a frame by the cyclic redundancy check CRC-32. In each cell, RMC-AAL has an
additional overhead of one byte (2 bit for cell type CT, and 6 bit cell sequence number). Even for
high speed VCs in WANs, no large cell numbering space is required, because every cell is identi-
fied by both FSN and CSN. The alternative solution of identifying cells entirely by their cell se-
quence numbers leads to a significantly higher overhead per cell. For example, the protocol
BLINKBLT [16], which also offers cell-based retransmissions, has a per-cell overhead of 4 bytes.

The frame header also contains the discriminator byte with an identifier for the frame type, two
flags, and the number of redundancy cells that follow the data frame. Redundancy cells use inde-
pendent cell sequence numbers. When FEC is used, h redundant cells are generated to protect the
information cells of the frame. Encoding and decoding can be based on Reed-Solomon-Codes [17],
or on simple XOR-operations and matrix interleaving [7]. Retransmissions may be sent by multicast
or by unicast in selective repeat or go-back-N mode. It can be selected if retransmissions are frame-
based (by retransmission of data frames) or cell-based (by retransmission of frame fragments).
Frame fragments consist of a fragment header cell, followed by a selection of original data cells of
this frame. The fragment header cell contains the frame sequence number of the original frame. This
field is called ‘Start of Bitmap’. A bitmap is used to indicate which cells of the original frame are



retransmitted within the frame fragment. The field ‘Length of Bitmap’ indicates the valid length of
the bitmap, and the field ‘Offset of Bitmap’ indicates the cell number of the first bit of the bitmap.

Receivers send acknowledgements periodically, after reception of a frame in which the ‘immediate
acknowledgement’ bit is set, and after detection of cell loss. An upper window edge allows for win-
dow flow control. Receivers may use cumulative positive acknowledgements of frames by sending
the frame sequence number of their lower window edge. Additionally, they may use bit maps with a
length of 32 bytes for selective acknowledgement of frames and of individual cells. A frame se-
quence number and a field for the length of the bit map identifies the position of the bit map within
the window.

3.3 Group Communication Server (GCS)

The presented error control mechanisms can be used in ATM end systems, as shown in Figure
1(a). Additionally, the mechanisms can be integrated into intermediate systems called Group
Communication Servers (see Figure 1(b)). The deployment of Group Communication Servers
with multicast error control mechanisms allows to provide reliable high-performance mul-
tipoint services for a wide range of parameters [14]. Further improvements of performance and
efficiency may be achieved by using GCSs hierarchically, as shown in Figure 1(c).

The proposed GCS integrates a range of mechanisms that can be grouped into the following
tasks:
• Efficient use of network resources by multicast error control within the network;
• Processing support for multicast transmitters;
• Support of heterogeneous and hierarchical multicasting;
• Multiplexing support for groups with multiple transmitters.

For the first task, performing error control in the server permits to increase network efficiency and
to reduce delays introduced by retransmissions. Allowing retransmissions originating from the
server avoids unnecessary retransmissions over common branches of a multicast tree. The integra-
tion of FEC mechanisms into the GCS allows regeneration of lost cells and reinsertion of additional
redundancy for adjusting the FEC coding scheme according to the needs of subsequent hops.

For the second task, the GCS releases the burden of a transmitter that deals with a large number of
receivers, providing scalability. Instead of communicating with all receivers of a group simultane-
ously, it is possible for a sender to communicate with a small number of GCSs, where each of them
provides reliable delivery to a subset of the receivers. Integrating support for reliable high perform-
ance multipoint communication in a server allows better use of such dedicated resources.
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Figure 1  Three example scenarios



For the third task, a GCS may diversify outgoing data streams, allowing conversion of different er-
ror schemes and support of different qualities of service for individual servers or subgroups. The
group communication server will offer the full range of error control mechanisms provided by the
reliable multicast adaptation layer. For end systems, it is not required to implement the full func-
tionality of RMC-AAL. It will be sufficient to have access to a local GCS for participation in a high
performance multipoint communication over long distances. The error control mechanisms of indi-
vidual end systems have only negligible influence onto the overall performance, as simple error
control mechanisms are sufficient for communication with a local GCS. If an additional priority field
is used in the frame format, the server is able to distinguish packets of different priorities. One ex-
ample application would be hierarchically encoded video. For information with different priorities,
different FEC codes may be applied inside one VC, or specific frames may be suppressed for cer-
tain outgoing links. The GCS also allows to support heterogeneous groups that use both RLMCP
and RMC-AAL. For this purpose, functions for conversion between different frame formats are
provided. One example for this functionality would be frame-based error control within LANs, and
cell-based error control for interconnection of the LANs.

For the fourth task, the GCS provides support for multiplexing of frames onto a single point-to-
multipoint connection. This allows to reduce the number of required VCs significantly for large
groups with many transmitters [4]. Virtual LANs frequently require this multiplexing functionality.
If LAN Emulation [5] is used in a local ATM network, a GCS might be incorporated into a LAN
Emulation Server (LES) or Broadcast and Unknown Server (BUS), thus making it possible for
applications to ensure the reliable delivery of broadcast messages to all peers.

The Group Communication Server may operate in three different modes. In forwarding mode, every
frame is processed first by the GCS before being forwarded to the receivers. In case of simple 1:N
multicasting, increased performance may be achieved in the bypass mode. In this mode, an ATM
switch that supports multicasting will forward data directly to the server and the receivers, reducing
the processing load of the server and the overall latency. In both modes, the GCS detects errors ear-
lier than the receivers, and can report an error to the source with lower delay. Both modes also sup-
port processing of acknowledgements. For this purpose, every receiver may maintain an individual
virtual channel to the GCS. The GCS will either perform the required retransmissions, or will for-
ward retransmission requests to the source. If a window-based flow control scheme is enforced that
includes the GCS, retransmissions by the GCS can be guaranteed. However, buffer limitations in
the GCS may limit performance in this case. The third mode, called multiplexing mode, is more
complex, but allows the provision of a multipeer service with multiplexing of messages from differ-
ent transmitters over a single virtual connection. In all three modes, the receivers maintain individual
unicast VCs to the GCS for acknowledgements. A hierarchy of servers allows for good scaling
properties for large groups and high path capacities.

3.4 System Types

The new AAL protocols and the GCS can operate in a number of ways, allowing several combina-
tions. Of the possible alternatives, the following four system types are of importance.
(A) End system with frame-based error control: The simplest system type are end systems de-

ploying RLMCP with frame based ARQ (cf. Figure 1(a)). These systems are appropriate for
ATM services with very low cell loss rates, and for transmitters which can handle acknow-
ledgement processing without additional support by servers. End systems in such a scenario
will subsequently be referred to as type (A) systems.

(B) End systems with cell-based error control: For deployment of RMC-AAL with cell-based
error control, more complex end systems (called type (B) systems) are required. These systems
offer advantages over simpler systems in all cases with higher cell loss rates.



(C) Servers with frame-based error control: A GCS deploying frame-based error control is
called a type (C) system. This system type, which can be used in the scenarios (b) and (c) of
Figure 1, remains relatively simple. It is appropriate in all cases with relatively low cell loss
probability.

(D) Servers with cell-based error control: For higher cell loss probabilities, an acceptable
throughput can be provided by using cell-based error control. This allows to provide reliable
multipoint services even to large groups and for relatively unreliable ATM connections, as for
example provided by UBR services. GCSs offering cell-based error control will be referred to
as type (D) systems. These systems have higher implementation costs than the other three sys-
tem types.

3.5 Implementation Architecture

Figure 2 shows a functional architecture for the GCS. The functionality is distributed over a number
of modules. The modules that perform frame-based ARQ functionality are shaded in Figure 2.
Modules that are required only by cell-based ARQ have a lighter background. Modules that have to
perform additional functionality in FEC mode are marked by 'FEC'. The Frame Manager is re-
sponsible for storing and retrieving cells and frames. The ACK Manager processes acknowledge-
ments and manages status information of individual receivers and the group. The Send Manger (two
blocks on the lower left) schedules between ordinary transmissions and retransmissions.

The modules are specified as individual finite state machines with local status information. The
modules exchange messages which contain control information together with either a pointer to the
payload of a cell, or the payload itself. The specification allows an implementation of the GCS using
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a single processor, or a parallel architecture. Implementing the GCS in software on a single proces-
sor, each module may be mapped onto an individual thread. A parallel implementation may use
general purpose processors, or specialised, microprogrammable units [18]. For demultiplexing, a
content addressable memory (CAM) is suitable for mapping of the large VPI/VCI address space
onto smaller internal identifiers. Performance enhancements are possible by dedicated hardware
support for filtering, and for processing of the bit maps. Additional hardware components are pro-
posed for CRC, FEC, buffer management, and list and timer management [19].

The functionality of GCSs is not necessarily restricted to pure servers inside the network. Instead, it
is possible to combine an ATM end system with the functionality of a GCS. The additional func-
tionality of end systems for the exchange of AAL SDUs with higher layers is shown in Figure 2 in
the upper right corner. A host interface controller coordinates the communication between network
adaptor and host memory.

4 ASSESSMENT OF PERFORMANCE AND IMPLEMENTATION

4.1 Assessment of Error Control Schemes

In order to study processing delay and implementation complexity, the implementation of a GCS on
a network adaptor with the following properties was investigated: An embedded controller (32 bit
RISC processor with an average performance of 100 MIPS), hardware support for segmentation
and reassembly, hardware for CRC32, and hardware for FEC processing were assumed. Based on a
specification of the modules in assembly-level pseudo-code, the number of instruction cycles neces-
sary to perform the required functionality was determined for each module of the GCS. Using the
numbers, the processing delay on a processor with 100 MIPS was evaluated.

In Figure 3, the processing delays are compared to the cell interarrival time of 2.74 µs for an ATM
link of 155 Mbit/s. The figure shows the processing delays for GCS configurations of increasing
complexity from left to right. The configuration with the lowest processing delays is a GCS with
frame-based ARQ. The figure also shows the additional processing delays of a GCS with cell-based
ARQ, and with additional FEC. The right edges of the bars indicate the processing delays in each
component if cell-based ARQ, FEC, and multiplexing are performed. The figure illustrates several
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properties. First, the receiver module and the outgoing transmitter have a constant delay independ-
ent of any ARQ or FEC processing. Second, frame-level multiplexing does not take much time in
any component other than the Send Manager which does the scheduling of the frames. The GCS
does not provide a copy function for multicasting. This copy function for multicasting is provided by
an ATM switch. Third, and most important, it can be seen that the delay is dominated by the Frame
Manager Receive whenever the first cell of a frame of a connection with cell-based ARQ and FEC
is processed. In this module, the processing delay of the first cell of a frame is 2.71 µs when cell-
based ARQ is selected in combination with FEC. The processing delay of a cell in the middle of a
frame is 1.31 µs, while the processing delay of the last cell of a frame is 1.47 µs. Thus, this compo-
nent is the first candidate for optimisation, and for the deployment of hardware components for
processing support.

A single processor of 100 MIPS leads to a processing bottle-neck at high loads, as the overall delay
for processing of a cell by the GCS (summarising the processing times of all modules) is larger than
the cell interarrival time. A set of three processors with support of a CAM and dedicated hardware
to perform the filtering and the construction of outgoing cells allows for maximum load with an
ATM link of 155 Mbit/s even for frames consisting of a single cell.

Not shown in the diagram are queueing delays of cells that have to wait because frames of other
senders in the same group have to be sent first. Furthermore, operations caused by the processing of
acknowledgements in a GCS or in a sending host are not contained in the diagram. The latter opera-
tions heavily depend on the number of receivers that acknowledge the reception of frames or cells,
and on the acknowledgement strategy (e.g., NAKs might be sent as soon as possible, whereas
ACKs are grouped).

4.2 Memory Management

This section discusses how the error control schemes to be supported influence the selection of the
memory management scheme.

Requirements specific to error control mechanisms

Optimisation of memory management needs to consider the operations for storage and re-
trieval of cells and frames required by a specific error control mechanism:
• In a GCS that does not deploy error control mechanisms, only functions are needed that linearly

store, retrieve, and release cells of their respective frame. Without retransmission functionality,
only a small number of frames must be stored. No random access to frames or individual cells is
required.

• If frame based ARQ is deployed, a larger number of frames has to be managed, depending on
path capacity and packet sizes. Additionally, selective retransmissions of frames require random
access to individual frames.

• Cell-based FEC requires random access to individual cells.
• For cell-based ARQ with or without FEC, the requirements of frame based ARQ and of FEC are

combined. This requires random access to a large number of frames, and to individual cells.

Architecture for Memory Organization

An assessment of the implementation costs associated with the different memory management
strategies allows to identify the strategy most appropriate for the selected error control mechanisms.
In this section, some example architectures for memory organization are described and compared,
resulting in recommendations for selection of the memory management strategy.



The window mechanism for selective repeat ARQ requires management of frame status informa-
tion. In the specification of the GCS, memory for 2n frames is allocated as a ring buffer. This allows
random access to any frame identified by its frame sequence number. One bit per frame and per re-
ceiver is used to indicate whether the specific receiver has already acknowledged the frame. In a
typical configuration of the GCS, 256/8=32 bytes are needed for 256 receivers. With an additional
overhead of 16 bytes per frame for window management and status information, this results in a
total overhead of 48 bytes per frame.

Additional status information is required for cell-level memory management. Buffering strategies
found in literature frequently propose the usage of local memory on the host adaptor, or of dual-port
memory [20]. In [21], a direct mapping mechanism of two virtual address spaces is described. The
mechanism does not need dedicated buffers on the network adaptor, because it directly accesses
host memory. Another memory management scheme for an ATM network interface which elimi-
nates copying can be found in [22]. None of the systems cited above and further below is tailored
towards correcting cell or frame losses. For example, the management strategy of [23] is explicitly
targeted for very low cell loss and cell corruption.

Figure 4 presents six different cell-level memory management strategies which can be used for im-
plementation of the GCS, and of ATM end systems employing RLMCP and RMC-AAL. Contain-
ers are defined as memory blocks accommodating one or more cell payloads, together with valid
bits for reassembly status information. The containers may be used to store redundancy cells and the
AAL5 trailer in addition to the AAL SDU in order to facilitate retransmissions.

(a) Since cells of an AAL frame arrive in order, in many cases the simplest way to store cells is a
linked list [24]. This is illustrated in Figure 4(a). A variation of this strategy is presented in
[25], where the elements of the list do not contain the cell payload itself, but pointers to the
payload.

(b) A different strategy is the allocation of a single memory block for all cells of a frame (Figure
4(b)). This also allows to keep the valid bits for all cells of the frame in a single valid bit map,
which can be accessed without searching a list. However, in this strategy memory will be used
inefficiently if variable size AAL frames are used together with fixed size containers.

(c) Figure 4(c) illustrates a hybrid approach, which uses a row of pointers each pointing to a single
cell container (or NIL, resp.).

(d) Figure 4(d) shows another approach which uses a list of containers, each allowing to store a
number of cell payloads together with a valid bit map [26]. The size of the containers should be
chosen neither too big (in order not to waste memory for short frames) nor too small (in order to
avoid time consuming search operations if cells at random places have to be accessed).

(e) Part (e) of the figure shows what will turn out to be one of the most promising approaches. A
row of pointers allows immediate access to containers that allow the storage of e.g. 32 cell
payloads each.

(f) In end systems, host memory can be used to store AAL SDUs. Figure 4(f) shows a memory
management strategy holding control data like the valid bit maps in local memory, while storing
the actual payload in host memory.

Table 1 gives the sizes of the data structures associated with the different strategies. For the strategy
which involves host memory, column (f) of Table 1 presents only the requirements of local memory.
For calculation of the amount of memory needed to store a single frame in each of the memory
management strategies (see Table 2), the following frame sizes are used:

• Frame size 1 with a length of 2 cells (typical for short messages);
• Frame size 2 with a length of 196 cells (suitable for the IP MTU size of 9,180 bytes);
• Frame size 3 with a length of 1,366 cells (the maximum size of AAL5 frames).



Table 2 also gives an evaluation of the strategies in terms of access delay. For different system
types, different memory organisations are appropriate. A recommendation for a memory man-
agement strategy for GCSs and end systems has to take into account that for certain implemen-
tations, it may not be feasible to alter the strategy at run time depending on the current needs.
In these cases, a strategy must be selected which is a good compromise for all situations that
might occur. The assessment of suitable memory management strategies can be summarised as
follows:
• If fixed size frames are used, strategy (b) with fixed size containers is the most advantageous

approach. This strategy supports all error control schemes equally well.
• For frames of variable size, and systems that need to support all four error control schemes,

strategy (e) with containers of, e.g., 32 cells is most appropriate.
• For end systems, storage of the actual payload in local memory can be avoided by choosing

strategy (f). Therefore, this approach is recommended for end systems for all error control
schemes.
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Figure 4  Management of cells of frames in GCSs and end systems



(a) Linked list
per frame:
per cell:

0
52 bytes (48 bytes for payload, 4 bytes for pointer and valid bit)

(b) Single container for 1366 cells
per frame:
per cell:

65,740 bytes (⎡1,366/8⎤ bytes + 1 byte padding + 1,366*48 bytes)
0

(c) Row of pointers
per frame:
per cell:

5,636 bytes (⎡1,366/8 bytes⎤ + 1 byte padding + 1,366*4 bytes)
48 bytes

(d) List of containers, 32 cells per container
per frame:
per container

0
1,544 bytes (4 bytes BM + 4 bytes pointer + 32*48 bytes)

(e) Row of pointers to containers, 32 cells per container
per frame:
per container

172 bytes (⎡1,366/32⎤ *4 bytes for pointers)
1,540 bytes (32*48 bytes payload + 4 bytes BM)

(f) Host memory
per frame:
per cell:

180 bytes (8 bytes (pointer) + ⎡1,366/8⎤ bytes + 1 byte padding)
47 bytes

BM = Bit Map; ⎡...⎤ indicates rounding up to the next integer

Table 1  Local memory needed for different strategies

(a) (b) (c) (d) (e) (f)

Frame size Memory usage (bytes)
Size 1 (2 cells) 104 65,740 5,732 1,544 1,712 180 (local)
Size 2 (196 cells) 10,192 65,740 15,044 10,808 10,952 180 (local)
Size 3 (1366 cells) 71,032 65,740 71,204 66,392 66,392 180 (local)
Suitability + --

(+ for fixed
size frames)

- + + ++

Access delay

System type (A)
+ ++

(Bytes di-
rectly acces-

sible)

+
(Access in
constant

time)

o + ++
(zero copy,
direct ac-

cess)

System type (B)
--

(Search in-
efficient)

++
(Bytes di-

rectly acces-
sible)

+
(Access in
constant

time)

-
(Slow

search)

+
(Access in
constant

time)

++
(zero copy,
direct ac-

cess)

System type (C)
+ ++

(Bytes di-
rectly acces-

sible)

+
(Access in
constant

time)

o + n.a.

System type (D)
--

(Search in-
efficient)

++
(Bytes di-

rectly acces-
sible)

+
(Access in
constant

time)

-
(Slow

search)

+
Access in
constant

time

n.a.

Recommendation
GCS, only

frame-based
ARQ

GCS, all er-
ror control

schems, only
fixed size

frames

none none GCS, all er-
ror control

schems

End systems,
all error
control
schems

Rating: ++ very good; + good; o average; - poor; -- inacceptable; n.a. not applicable

Table 2  Evalution of memory management strategies



5 CONCLUSION

A new framework is presented which has the potential to fulfill many requirements. For small
groups and low cell loss rates, a frame-based end-to-end error control is most appropriate. In this
case, RLMCP or another lightweight protocol for reliable multicast can be used as SSCS for AAL5.
In case of significant cell loss, large group sizes, and higher path capacities, the new adaptation
layer type called the Reliable Multicast ATM Adaptation Layer (RMC-AAL) is proposed. It is the
first AAL protocol offering cell-based ARQ and FEC for reliable multicasting. It has only one byte
protocol overhead per cell, plus 10 bytes overhead for the frame header. Cell-based retransmission
as well as FEC allow high-performance reliable multicasting even for significant cell loss rates. For
better scalability and support of heterogeneous scenarios, the deployment of a new network element
called the Group Communication Server (GCS) is proposed. It allows an hierarchical approach for
multicast error control and the combination of different error control schemes. Investigation of the
processing delay demonstrated the feasibility of the proposed error control schemes even for very
high speeds. It also revealed that cell-based error control schemes contribute little to the processing
load for error-free transmissions. Different strategies to store cells of AAL frames were investigated
and compared. Recommendations resulted according to the characteristics of the systems involved.
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