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Abstract 
If low-rate VoIP is transmitted over congested 
links, both the coding and the packet rate need to 
be adapted to achieve the best conversational qual-
ity: On an Ethernet network it is better to jointly 
change packet rate and speech coding rate; in 
WLAN networks it is sufficient to change the 
packet rate. We also study whether TCP-friendly 
rate control algorithms are suitable for 
dynamically adapting packet and coding rate of a 
VoIP flow. Our results show that cannot be used 
for VoIP applications as they only control the 
packet rate do not consider packet sizes. Also, they 
do not transmit small (speech) packets fairly. We 
present an enhanced version of the TCP friendly 
rate control (TFRC) protocol that transmits small 
packets fairly and evaluate it with network 
simulations.  

Keywords: VoIP, packetisation, packet rate, coding 
rate, TCP-friendliness, TFRC, packet switching 
overhead. 

Introduction 

Voice over IP (VoIP) is increasingly considered to 
offer telephone services because it can be used over 
existing IP-based access networks and backbones. In 
opposite to TCP-based traffic, which still accounts for 
majority of data transport in IP networks, the sending 
rate of VoIP flows usually remains constant over the 
duration of a call. Of course, available bandwidth is 
often plenty enough for VoIP so that there might not 
be an immediate need to adapt the sending rate of 
VoIP flows dynamically. However, existing and 
upcoming wireless networks like cellular networks, 
sensor networks, or multiple hop ad-hoc networks 
might require an efficient and low-rate transmission 
of application data because wireless links on those 
networks have sparse capacities. This fact is partly 
due to the tremendous costs of the communication 
infrastructure (e.g. base stations), partly due to the 

tight energy consumption constrains of battery 
powered nodes, but also because of restrictions on 
wireless spectrum usage.  

In this paper we discuss how such an efficient 
communication may be achieved for voice over IP 
(VoIP) applications. Our approach is to dynamically 
adapt both the coding rate and packetisation in an 
TCP friendly manner in order to optimize the quality 
of VoIP flows.  

The conversational call quality of VoIP flows depends 
on the transmission delay and on the speech quality 
[2]. For example, a higher coding rate usually gives a 
better speech quality. On the other hand, if the packet 
rate is set low and the packetisation time is high, the 
overall transmission delay increases and conversation 
call quality is harmed. 

Both packet and coding rate influence the gross 
bandwidth requirements of VoIP, either by the 
amount of user data or the number of packet headers. 
This leads to an interesting question: If the link is 
congested and packet losses occur, should we adapt 
the coding or the packet rate? As we show in this 
paper, the underlying physical link technology defines 
the best adaptation strategy.  

As a second contribution we consider how to use 
TCP-friendly congestion control to adapt a low-rate 
VoIP flow dynamically (Fig. 1). 

 

  

Fig. 1: TCP-friendly VoIP control. 
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Internet’s congestion control algorithms regulate the 
resource distribution among multiple flows and 
prevent a congestion collapse of the Internet [4]. 
Congestion control in the Internet is based on TCP or 
TCP-friendly transport protocols. 

It is known that the throughput of a TCP-like protocol 
scales linearly with the packet size [5]. Thus, the 
optimal packet size for TCP-friendly protocols is the 
maximal transfer unit (MTU). However, this causes 
some problems in the case of Internet telephony. In 
fact, due to the interactive nature of telephony, it 
would be more useful if small packets at a higher rate 
are generated instead of generating large packets at a 
lower rate. The reason is that smaller packets enjoy 
lower packetisation time and thus lower transmission 
delays.  

Our study shows that a fair treatment of small packets 
depends on packet switching overhead of the 
bottleneck link. As a consequence, we show that if the 
packet switching overhead would be known to the 
congestion control protocol, the protocol could act 
fair.  

The remainder of this paper is organized as follows. 
First, we continue with a related work section. In 
chapter two we present the consideration on coding 
and packet rate. Then, we discuss the difficulty of 
dealing with small packets TCP-friendly. Finally, we 
conclude.  

1. Related Work 

The requirements of VoIP differ greatly to those of 
TCP-based applications: First VoIP is delay sensitive. 
An increased delay harms the conversational call 
quality. Second, to cope with high delay variations a 
dejittering buffer is required, which increases the end-
to-end delay. Last, VoIP suffer from packet loss. 
Packet loss decreases the speech quality. An overview 
on VoIP quality requirements is given in [2]. 

Bolot [12] has suggested to control the transmission 
of packet audio by a joined rate and forward error 
control (FEC). Based on the receivers’ packet loss 
feedback, the sender lowers coding rate and/or 
increased the amount of FEC. Bolot demonstrated the 
effeteness of the propose solution experimentally by 
transmitting multiple sources of a common 100 kb/s 
link.  

In [13] the authors simulated the transmission of voice 
communications over IP networks adapting the coding 
rate. They showed that an adaptive coding rate 
outperforms a fixed rate approach, if transmitted 
parallel to over TCP-like flows and even constant-rate 
flows. As Bolot, the authors did not apply a TCP 
friendly control schemes nor did they alter the packet 
rate.  

Boutremans et al. [14] optimized the rate-, error- and 
delay control for interactive VoIP. By applying a 
quality model, which takes into account both packet 
loss and delay impairment, the author could find 
analytically the best coding rate and amount of FEC 
for a given packet loss process and round trip time. 
Also, they included TCP friendliness module, which 
control the application data rate, keeping the packet 
rate constant.  

In a Voice over WLAN system Veeraraghavan et 
al. [15] considered an adaptive packetisation. The 
proposed system support a single-hop and none IP 
based transmission of interactive speech only.  

None of the rate-control protocols for VoIP jointly 
optimize the packet and the coding rate in a TCP-
friendly manner. 

Widmer presents a comprehensive survey on the latest 
TCP-friendly congestion control protocols [6] and 
lists eleven proposals. In [1] we evaluated different 
rate control algorithms. Our simulation results 
indicated that TCP-friendly rate control (TFRC [7]) is 
most suitable for VoIP, mainly due to its smooth 
sending rate. Thus, in this paper we concentrate on 
TFRC.  

TFRC [7] is based on analytic derived equation, 
which calculates the packet sending rate of a TCP 
flow. To gather the parameters necessary for the TCP 
equation, the receiver sends back loss rate, round trip 
times and round trip time variation. The throughput of 
TCP is largely influenced by the parameters round-
trip time tRTT retransmission timeout value tRTO, 
segment size s, and the packet loss rate p. The loss 
rate is measured in terms of loss intervals, spanning 
the number of consecutive loss intervals. A certain 
number of loss intervals are averaged, using decaying 
weights so that old loss intervals contribute less to the 
average timeouts. The following equation calculates 
the sending rate T of a TCP connection. 
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In [8] the authors suggest a technique for router which 
detects congestion early to avoid extensive packet loss 
in a network. The Random Early Detection (RED) 
algorithm monitors the queue lengths of routers. With 
increasing queue length the drop probability is 
increased. In contrast, drop-tail queues just drop 
packets when the queue is full. By early packet losses 
RED indicates the TCP protocol that congestion will 
probably occur in the future. Thus, the TCP protocol 
drops its sending rate to prevent congestion. RED 
works with two different modes. The first counts the 
number of packets in the queue and the second counts 
the number of bytes in the queue.  



In [5] the negative impact of a variable packet size on 
the TFRC protocol is analyzed. To recover fairness 
between flows with different packet sizes a pure 
network-based approach using a RED gateway in byte 
mode does not ensure fairness. The authors argue that 
the TCP equation cannot be used in conjunction with 
variable packets and a simple modification by using 
the MTU as packet size is insufficient. The authors 
present four new algorithms and conclude that the 
knowledge on the correlation between loss rate and 
packet size is important.  

2. Coding and Packet Rate 

Both packetisation and coding rate influence the gross 
bandwidth requirements of VoIP. The coding rate 
depends on the operational mode of codec. For 
example, AMR supports eight different modes 
between 4.75 and 12.2 kbps [3]. Higher coding rates 
have a better speech quality. The packetisation 
controls how many speech frames are concatenated in 
one VoIP packet. For example, AMR generated a 
speech frame every 20 ms and VoIP packets have a 
lengths of 20 or 40 ms. If a high packetisation is 
selected, the packet rate is low and less packet headers 
are sent.  

Let us study, how a VoIP flow shall be adapted to a 
congested link that was limited bandwidth. We 
assume that the capacity of a connection remains 
constant and is known. The transmission delay is 
given and remains constant for each packet. The 
question to answer is how to choose the optimal 
coding rate and packetisation under these 
circumstances. In [2], we discuss this question for 
circuit-switched and Ethernet links: We calculate the 
best VoIP configuration1 on an Ethernet link if both 
packet and coding rate are ideally chosen to limited 
bandwidth. We assume the AMR codec and a 150 ms 
end-to-end delay excluding the packetisation time. 
The Fig. 2 shows that the perfect packetisation 
increases if the available bandwidth drops. Only at a 
very low bandwidth the coding rate needs to be 
decreased, too. 

Let us extend these studies and analyze the IEEE 
802.11b WLAN protocol. Due to compatibility 
reasons 802.11b is the MAC protocol, which seems to 
have the highest packet switching overhead of all 
common MAC protocols. The overhead for each 
packet has been calculated and validated in [10]. We 
assume a long physical preamble and no RTS/CTS. 
Then, an 11 Mbps WLAN packet has an overhead of 
about 1500 bytes (For the Ethernet link we used a 
packet overhead of about 67 bytes.)  As in Fig 2, 

                                                 
1To measure the conversational call quality we apply 
the ITU E-model [2]: The R factor considers both 
speech quality and delay. Zero refers to bad quality; 
100 is perfect call quality. 

Figure 3 displays the optimal configuration of packet 
and coding rate, if the bandwidth is limited. 
Interestingly, the coding rate needs not to be lower 
over a width range of networking conditions. On the 
packet rate has to be decreased. 

 

  

Fig. 2: Choosing optimal coding rate and packetisation on Ethernet-
like packet-switched link. 

 

 
 Fig. 3: Choosing optimal coding rate and packetisation on an  

IEEE 802.11b WLAN link. 

In the case of limited bandwidth, the rate parameter to 
adapt depends on the underlying networking 
technology. In the case of a circuit-switched link 
without any packet overhead, the coding rate should 
be lowered [2]. On an Ethernet-like link, both coding 
and packet rate have to be adapted to achieve an 
optimal quality. On a link technology with large 
packet switching overhead like IEEE 802.11b, the 
packet rate should be lowered but the coding rate can 
remain the same. Thus, this leads to an interesting 
conclusion on how to support congestion control for 
low-rate VoIP. If the bandwidth is to low for even 
narrow-band telephony, instead of changing the just 
coding rate both the packet and the coding rate has to 
be reduced.  



3. Small Packets 

The TCP-friendly throughput scales linear with the 
packet size as shown in [5]. Thus, in cases of 
congestion TCP transmits packets with the largest 
packet size (MTU) to achieve the highest throughput. 
In case of telephony this leads to a problem. Because 
of the interactive requirement it would be useful, if 
small packets at a higher rate are generated instead of 
large packets at a low rate. Smaller packets have a 
low packetisation time and thus decrease the round-
trip time.  

Flows of small packets are discriminated because if a 
flow decides to transmit small packets, the link is less 
utilized. Then, other parallel flows increase their 
sending rate to fill up the capacity gap. Thus, the 
parallel flows benefit. This fact has been shown – for 
example – with ns-2 simulations [1]. This behavior is 
not fair because the bandwidth distribution should be 
independent of the packet size.  

How should be TCP-friendliness be modified so that 
the flow with small packet does not suffer to that 
extend that the other flows gain a benefit? Widmer 
suggested a definition of TCP-friendliness [6], which 
is: A flow is TCP-friendly, if other flows devote the 
same amount of resource as if the flow would be a 
TCP flow.  

In general, TCP-friendly rate control algorithms are 
not suitable for the transmission of voice flows that 
need to transmit small packets. For this reason we 
suggest two alternate solutions which are suitable to 
improve the fairness.  

First, small packets can be treated differently in the 
router, e.g. by the Random Early Dropping. The idea 
was to use RED in byte mode instead of packet. In 
this case the arrival of a large packet causes the queue 
to fill faster and the probability increases that the 
large packet will be dropped. On the other side small 
packets will be dropped with a lower probability. 
Thus, TCP-friendly flows with small packets are 
transmitted at higher rates because of a lower loss 
rate.  

Second, the TCP-friendly rate protocols like TFRC 
can be changed so that data streams with small 
packets are not disadvantaged.  The idea was to 
change the TFRC sender, which calculates the 
maximal sending rate. If a TFRC sender uses a small 
package size s for the data transmission, this upper 
limit of the possible sending rate is reduced. We 
propose therefore an empirical extension of the TCP 
equation, which produces fairness between different 
package sizes. The calculated sending rate is en-
hanced by a weighted ratio of the maximum and the 
current package size: 
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T has the unit of byte/s and is a function of the packet 
size s. MSS describes the maximum size of a data 
packet. The difficulty of the adaptation is in the 
suitable choice of the weighting exponent α, which 
depends on the properties of the used transmission 
medium. For example, Fig. 4 shows the graphical 
course of the factor for selected values of α and a 
typical value of MSS = 1500 byte. This equation 
works well for packet size about 120 bytes, as 
simulation have shown [1]. 

 

 
 Fig. 4: Adaptation factor α 

4. Simulation Results 

The evaluations of the proposals were performed with 
the network simulator ns-2 version 2.1b9 [11]. The 
scenario is shown in Fig. 5 and contains a mixture of 
wired and wireless network. The bottleneck here is 
created by the shared wireless medium. On the 
wireless channel we used a Gilbert/Elliott bit error 
model to simulate transmission errors. 

 

 

 
 Fig. 5: Scenario wireless network 

For the evaluation of the protocols we chose a 
wireless transmission rate of 2MBit/s and an activated 
RTS/CTS-exchange. Within these simulations we 
could take into account the influences of the wireless 
channel on the behavior of the protocols. The 
available bandwidth of the wireless medium was 



exhausted by five simultaneous TFRC connections. 
The senders were placed in the wired network and the 
receivers accordingly in the wireless access network. 
The simulation time was 120s. The common, wired 
network path was configured with a transmission rate 
of 4MBit/s in order not to be the transmission 
bottleneck. The delay of this link was 50ms and had a 
drop tail queue with a sufficient packet buffer size. 
The wired nodes were connected by 10MBit/s links 
with different but constant delays.  

In the first simulation, we simulated five parallel 
TFRC flows sending with packet size of 600 bytes 
using a drop-tail queue. We display the sending rate 
over time in Fig. 6. All five flows have a similar 
sending rate. In Fig. 7 one flow sends with small 
packets bidirectional. One can clearly see that the 
sending rate of this flow is far lower whereas the other 
four flows with large packets gain more bandwidth. 

 
 

 

 Fig. 6: All five TFRC flows use 600 byte packets. 

 

 

 Fig. 7: Four TFRC flows use 600 byte packets and one (bold line) 
uses 159 byte packets. 

Next, we simulated the RED queue in byte-dropping 
mode. In comparison to the drop tail queue results the 
variance of the sending rate is higher (Fig. 8). The 
TFRC protocol seems to dislike REDs random packet 
drops. However, all flows have a similar throughput. 
Thus, small packets are treated fairly. RED in the 
byte-mode increases fairness for small packets at the 
expense of stability.    

 

 

 Fig. 8: TFRC and RED queue in byte mode 

Figure 9 shows the results of our simulations with the 
improved TFRC protocol. Flows with small packets 
are treated fairly and have a stable sending rate. 
However, the factor α has to be chosen properly. By 
empirical examination and detailed simulations [1] we 
have determined a suitable value of α=0.6 for the 
transmission within the wireless Ethernet.  

 

 

 
 Fig. 9: TFRC improved 

In other simulations [1] we replace the wireless link 
by a shared Ethernet link. Then the factor α is lower 
due to the lower MAC-overhead and medium access 
by collision detection. We have found out a suitable 
value of α=0.35 for this case.    

 

Conclusion 

If a low-rate VoIP flow needs to reduce its bandwidth 
to prevent congestion, it must reduce both coding and 
packet rate. On WLAN links it is sufficient to lower 
the packet rate as they have a large packet switching 
overhead. This packet switching overhead includes 
the packet header but also MAC packet header, 
contention period, physical framing, and collision2.  

                                                 
2Interestingly, using IP header compression does not 
decrease the packet switching overhead significant, as 
it only compresses IP, UDP, and RTP header, which 
contribute only marginally to the switching overhead. 



If one wants to use TCP-friendly rate control to select 
the best coding and packet rate of a VoIP flow, some 
fundamental properties of TCP friendliness have to 
consider:  

• TCP and TFRC just control the packet rate and 
do not consider the bandwidth or the packet sizes. 
They assume that every flow transmits with the 
maximal transfer unit.  

• A flow shall be called TCP-friendly, if other 
flows devote the same amount of resource as if 
the flow would be a TCP flow.  

• To overcome with the issue of small packets, 
using Random Early Dropping (RED) in the byte-
mode has been proposed. But RED controlled 
flows are not stable and RED is not implemented 
in all routers.  

• Alternative, we propose an enhanced TFRC, 
which considers the packet switching overhead of 
the bottleneck path to share the link fairly among 
flows with different packet sizes.  

We think that VoIP, video, games, and transactions 
like communication can benefit from small packets. 
Nevertheless, no standard proposal has been made on 
how to support small or variable size packets TCP-
friendly. Also, it would be required to inform the 
sender about the packet switching overhead of the 
bottleneck link. Otherwise, a fair treatment of flows 
with small packets is not possible.  
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