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Building Fast but Flexible Software Routers

MoonRoute a high-performance software router build on top of libomoon/DPDK

Features & Architecture
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MoonRoute’s architecture

Design principles Scalability and Influence of Batching
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» Lock free data structures are used (queues)
» Shared data is kept to a minimum

» Immutable data structures are used for sharing

Throughput [Mpps]

MoonRoute’s routing table is easily replacable:

» Currently DPDK’s routing table is used (DIR-24-8)
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» Double buffering is used for routing table updates: > MoonRoute's sample router scales perfectly, using a sin
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— One read-only routing table is used for routing
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— Routing tables are switched on update = v S
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» Batching on high-performance paths: £ 5 o =

— Flagging avoids expensive rebatching

Rx batch size [packets
» Creating new batches for low-performance paths: [P ]

— Reduces load on slow path » Optimal performance for batch size of 128 packets

Availability

» MoonRoute achieves superior performance to a number of differ- » A full paper, the MoonRoute framework, and a sample router imple-
ent software routers (tested with a single routing entry on the same mentation are available at:
hardware):
Router Mpps Relative
MoonRoute 146 100%
FastClick (DPDK 2.2) [1] 10.4 72%
Click (DPDK 2.2) [3] 4.3 29%
Linux 3.7 1.5 10%

MoonRoute repository
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