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ABSTRACT
Strategic and profile-based communication in wireless adhoc net-
works is complex since it is important to distinguish between differ-
ent traffic types and their routes to ensure the required performance
over a dynamic network.

In order to face this challenge, we developed a new concept of a
policy-based routing protocol for flying adhoc networks, having
the Babel routing protocol as a starting point. Policies are identified
based on the Type-of-Service field, allowing the augmented Babel
protocol to select routes based on the properties of different types
of traffic. Our approach differentiates route costs per traffic profile
to consider different requirements in the route selection process.
The evaluation shows that applying our approach improves traffic-
specific performance; namely, tail-latency in video traffic can be
significantly improved by one order of magnitude.
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1 INTRODUCTION
Strategic wireless adhoc communication between flying vehicles is
difficult. In this challenging scenario, routing is an important task
to select an optimal path for different types of traffic; taking into
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account metrics such as the battery level, sending power, or the
current positions improves the routing performance.

However, current approaches for routing in Flying-Adhoc Net-
works (FANETs) have one limitation in common: they do not dif-
ferentiate between traffic types, such as traffic with low-latency or
high-throughput requirements. This limitation means that traffic of
different types uses the same route since the routing approaches do
not consider traffic-specific requirements. This limitation leads to
a low performance due to the impact that different flows have on
each other over the same path. Moreover, these routing approaches
cannot exploit potential better paths for different types of traffic,
focusing on selecting the shortest path in terms of hop count.

To face this challenge, we come up with a profile-based routing
concept based on the routing protocol Babel [10]. Babel is a loop-
avoiding, distance-vector protocol suitable for wired, wireless, and
adhoc networks, an essential property for seamless integration
of FANETs into terrestrial networks. Moreover, Babel already has
properties that can be further exploited to define a policy-based
adhoc routing protocol, such as the capability to take link delays
into account for the route selection. The proposed policy-based
Babel routing protocol is evaluated using prototype implementation
and Mininet WiFi. Our evaluation focuses on the influence that
awareness of different traffic profiles has on end-to-end-delay.

The paper is structured as follows: Section 2 presents background
and related work analysis. On Section 3 we describe the concept of
a policy-based routing approach based on Babel, while Section 4
shows the different strategies to implement traffic policies. The
concept of policy-based routing in FANETs is evaluated in Section 5,
and in Section 6 we provide the information needed to reproduce
our results. Section 7 concludes the paper.

2 BACKGROUND AND RELATEDWORK
This section contains background information related to three
emerging areas, routing in FANETs,Quality of Service (QoS)-aware
routing, and policies in routing.

2.1 Routing in FANETs
Efficient end-to-end communication is a challenge in FANETs. Tareque
et al. [20] provide an analysis of the challenges of devising network-
ing frameworks in FANETs while comparing them to traditional
adhoc networks. For instance, in their work Tareque et al. raise
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that high mobility and different node types in terms of energy and
lifetime expectations make routing in FANETs a challenge. In this
scenario, routing protocols should be capable of updating routing
tables very fast while reducing the impact on other aspects of the
FANET system, such as energy consumption. Moreover, due to
the constrained nature of FANETs in terms of resources, routing
protocols must be able to select distinct paths to distribute traffic
with different quality requirements.

Furthermore, many routing protocols are optimized for wireless
adhoc networks that may be used in FANETs. These routing pro-
tocols include topology-based, position-based, and swarm-based
routing approaches [18]. These protocols are highly specialized and
require additional information such as the overall topology, the
position of nodes, or the distance between them [18]. These ap-
proaches are either proactive or reactive, aiming to predict or react
to fast-changing conditions in the network [17]. To reduce resource
consumption, we selected to focus on distance-vector protocols,
which hold only a local view of the network and reduce the amount
of data sent to every node as well as with the changing nature of
FANETs, a partly-proactive routing approach is required to react
on changes as early as possible. Moreover, topology-based routing
protocols use the information already contained in each routing pro-
cess, source, and destination and do not require additional sensor-
based information such as positional routing protocols, reducing
the resource requirements for routing.

One example for a topology-based distance vector routing proto-
col is Babel [10], which is available as an open-source solution [9].
Babel can support end-to-end communications in wireless and
wired, ad-hoc, and fixed networks, ensuring a seamless integration
of FANETs into terrestrial networks. The Babel concept is based on
the Destination-Sequenced Distance Vector routing (DSDV) and
the Ad hoc On-Demand Distance Vector routing (AODV), which
find routes to a destination on demand [13]. The combination of a
proactive approach (DSDV) and a reactive one (AODV) within the
same routing protocol brings advantages to Babel, such as the capa-
bility of discarding route announcements if their acceptance may
lead to routing loops. This loop-avoiding characteristic of Babel, as
well as the fact that Babel is a local-view topology-based routing
protocol, not requiring nodes to gather information about the over-
all network, makes Babel suitable for fast-changing networks [10].
However, Babel cannot select distinct routes taking into account
the QoS requirements of traffic.

2.2 QoS-aware routing
QoS-aware routing is a reasonably researched area, especially in
what concerns Ethernet or broadband networks [11], where find-
ing an optimal path that guarantees QoS-specific limits is NP-hard
without further redesign of input parameters. Chen et al. [7] high-
light the focus of current research on QoS in adhoc networks, as
the rapidly changing nature of these networks makes it harder to
guarantee QoS end-to-end. As early as 2005, Akkaya and Younis [1]
described the need for additional efforts to guarantee QoS-specific
requirements in adhoc networks. However, none of them have
addressed the integration of QoS awareness into existing routing
algorithms suitable for FANETs. Moreover, QoS-aware routing in
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Figure 1: Sub-TLV for policy-specific routing in Babel
adapted after [8].

vehicular adhoc networks is available and provides similar met-
rics for evaluation, such as end-to-end delay [3]. These previous
works lead to the need to integrate QoS-aware or rule-based rout-
ing approaches to enable features such as Internet sharing using
unmanned aerial vehicles (UAVs).

2.3 Routing policies
Not for every traffic requirement are QoS classes available. Further,
in the area of routing, the need for policies is rising to support
dividing connections into slices for clients based on their needs [5].
However, money is not always the fundamental reason for setting
policies; different operators may classify traffic differently, not avail-
able as QoS-classes, and require specific customizable policies. QoS
policies are a special case with well-defined requirements [15].

3 POLICY-BASED BABEL ROUTING
PROTOCOL

As mentioned before, Babel [10] has shown that it outperforms
other FANET routing protocols in areas such as throughput [13],
but it misses policy-awareness in terms of managing different types
of traffic. As it already outperforms other routing protocols and a
reference implementation is available as an open-source variant, we
have used Babel as a baseline for developing a policy-based routing
protocol.Therefore, we propose to extend the Babel protocol aiming
to: i) take into account delay when computing link costs per-class
on all links [16]; and ii) use Type of Service (ToS)-specific routing
in Babel [8]. The latter enables the new Babel routing protocol
to distinguish routes based on the ToS-field value in the Internet
Protocol (IP) header.

Basic concept. The basic principle for extending Babel passes is
creating new so-called sub-type length values (sub-TLVs) for rout-
ing messages such as Update messages; Babel uses sub-TLVs to
implement optional extensions, which are ignored when unavail-
able in the current system. Each sub-TLV is assigned a type number
during standardization, with a type range for experimental use [10].

We use the sub-TLV shown in Figure 1, adapted from [8], which
includes the ToS-number for identifying the corresponding policy
next to the length and type value.

In all data structures that store connection-related or path-related
information, the policy is a primary key field that identifies routes
by destination prefix length, destination prefix, and policy (ToS
number) to compute the optimal path for all available triples. Babel
uses information stored in these data structures to feed the cus-
tomized Bellmann-Ford algorithm to calculate an optimal path to
forward a specific type of traffic towards each destination.

However, the concept ToS specific routing in Babel [8] faces three
main problems: the route for all policies to the same destination is
always the same with the same link cost; the policy values are never
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defined and thus neither distributed nor used; the delay metric is
only used on tunneled interfaces, though it is helpful for wireless
interfaces as well. To overcome these limitations, we extended the
Babel protocol, making usage of the new sub-TLVs and adapting
data structures.

Delay-based metric. Delay is an essential component in defining
paths for latency-based policies since traffic such as video or sensor
data require low-delay connections to receive data in real-time.

The delay-basedmetric extension for Babel [16] derived amethod
for using timestamps contained in Babel messages sent in regular
intervals, e.g., Hello and IHU messages, to calculate the Round-
Trip-Time (RTT) per connection in tunneled links. This method
adds additional cost to the link cost when the delay is higher than
a predefined minimum delay value. The delay cost is used per link
and is added to the path cost announced to neighbors. For other
connection types, such as Wireless connections, the delay is smaller
and will never reach the proposed maximum RTT of 120ms, as
defined in the reference implementation babeld [9].

In the proposed policy-based Babel protocol, we use the delay-
based metric for all interfaces and adjust the delay parameter to be
usable within the indicated connections.

Distribution of policies. In the proposed policy-based Babel pro-
tocol, each node advertises its local addresses with a pre-defined
list of policies. This way, we ensure that all policies supported on
a node are advertised, and that traffic can reach the destination
with policy-aware path selection. This selection is a recursive pro-
cess since neighboring nodes will announce the new path option,
including the policy to their adjacent neighbours [10].

A ToS-value is added to each prefix announcement to identify
the policy associated with the announced traffic type. However,
this ToS-value may be interpreted differently on different nodes but
should generally be distributed with the software or by a central
instance in the network, such as a base station. A particular case
is policies defined by the ToS definition, which can be directly
used as a policy scheme. To distinguish link costs between policies
and enable different traffic to follow the path according to their
requirements, we need to adapt our concept further.

Our prototype automatically announces any locally added in-
terfaces using a fixed list of policies to ensure comparability and
repeatability without needing an additional protocol for distribut-
ing policies.This ensures that all destinations known in the network
are reachable with any policy.

Differentiating link-costs between policies. In Babel, a cost is cal-
culated per link for direct neighbors [10]. The cost only depends
on the direct connection as only a local view is available.

Our approach uses the policy as a new argument for the local
cost calculation to distinguish between traffic types crossing the
same link. After the computation of link costs based on policy
arguments, routes are announced to neighboring nodes with a
tuple of destination address, policy, and cost for the announced
paths. The cost of each announced path is the sum of all traversed
links, including the local one.

Video VoIP Critical Sensor BE

Min 1/2x 1/2x 1/4x 1/4x 1x
Max 1x 1x 1/2x 1/2x 1x
Penalty 1x 2x 1x 2x 1x

Table 1: delay penalty configuration.

The cost function per policy can be based on different met-
rics, e.g., delay for low-latency policies or bandwidth for high-
throughput policies.The concrete cost function is policy-dependent,
and the next section describes examples of such strategies.

After computation, for each path cost, only one next-hop is
added to the Forwarding Information Base (FIB) for each tuple
destination address and ToS-value. Compared to the original Babel
version, the computational overhead for policy-based Babel routing
is increasing linearly with the number of policies.

4 POLICY-BASED ROUTING STRATEGIES
Different strategies are possible to implement routing policies. Poli-
cies can be based on a different metric set or on specific algorithms,
such as using machine learning to estimate link costs [19].

The most straightforward strategy is calculating link costs using
metrics such as delay, link loss, or bandwidth to define each policy.
The downside of this strategy is that no further reaction to the
current situation without changing the values of the used metrics
is possible.

To evaluate the proposed policy-based Babel routing protocol,
we choose a static strategy based on traffic classes to ensure re-
peatability of results. Five classes are considered: critical control,
Voice-over-IP (VoIP), video, sensor data, and best-effort (BE) traffic.
The selected strategy uses metric weights based on delay costs to
define each traffic class.

Our default weights used for evaluation are shown in Table 1.
According to [9], the following basic values are used, represented
as x in Table 1: 10ms minimum latency, 120ms maximum latency,
and a maximum penalty of 96 with a linear function between the
minimum and the maximum.

5 EVALUATION
A fine-grained analysis is required to evaluate policy-based routing
in dynamic environments like FANETs. This section evaluates the
proposed policy-based Babel protocol and uses policy strategies in
an emulation setup.

5.1 Setup
Evaluations of solutions based on real FANETs are complex, as
devices are expensive and further effort is needed to fulfill legal
requirements. For this reason, we decided to build our evaluation
setup based on the emulation of Unmanned Aerial Vehicle (UAV)
networks while using realistic mobility models.

Mobility models. Bujari et al. [4] describe various possible mo-
bility models and tools for FANETs. From those, we choose the
Bonnmotion [2] tool to generate our evaluation scenarios due to
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Type Rate Proto. Dir. Seconds

Video 3 to 8 UDP Unidir 5 s to 120 s
VoIP 0.5 to 2 All Bidir 5 s to 120 s

Critical 0.1 to 0.8 TCP Bidir 1 s to 20 s
Sensor 0.01 to 20 UDP Unidir 1 s to 20 s
Mixed 0.01 to 20 All Mixed 5 s to 120 s

Table 2: Traffic generation borders per class with rates in
Mbit s−1.

the available command-line interface and support of different mo-
bility models typical for FANETs.

Bonnmotion creates mobility scenarios based on predefined mo-
bility models and their configuration parameters. We selected the
Nomadic Community Mobility Model (Nomadic) [6] as one mobil-
ity scenario for our experiments. In this model, a group of UAVs
follows a reference point within a predefined radius. In addition, we
use the reference point group mobility model, in which UAVs head
for a reference point and group around it when reached [14]. We
use the two mobility models as typical UAV behavior in different
missions.

FANET emulation. For emulation of UAV networks, we use a
customized version of Mininet able to emulate wireless and mobile
networks - Mininet WiFi [12]. The mac80211 HWSim module simu-
latesWiFi connections and interfaces in the emulation environment.
This module offers benefits such as realistic WiFi behavior, broad-
cast domains, and distance-dependent behavior [12]. One of two
UAVs emulates a high-latency node to simulate node type variations
in the emulated setup.

Traffic generation. We use iperf3 processes to generate traffic
based on randomly generated connection pairs based on predefined
boundaries per traffic class shown in Table 2. We use both popu-
lar transport layer protocols, User Datagram Protocol (UDP) and
Transmission Control Protocol (TCP).

Traffic is randomly generated up to a predefined limit of concur-
rent connections. We use iperf3 and TShark for collecting measure-
ment data, such as the amount of routing traffic.

5.2 Protocol evaluation
To evaluate our approach, we use a mobility scenario based on
the Nomadic mobility model and compare the results between
the original Babel version—babeld—and the proposed policy-based
Babel protocol. We evaluate their performance in a scenario with
24 moving nodes, shown in Figure 2 and Figure 3 on a selected time
representing the current movement status at that time, showing
that the nodes move based on the mobility model Nomadic during
the time of the measurement and for comparison are always the
same time-based positions used when evaluating the same scenario.

In Figure 4 the number of routing table entries over time is shown
with each color representing an individual node. The same color
represents the same node for both the original and the proposed
concept versions.The number of routing table entries increases with
six traffic profiles, but not linearly, as we never reach more than 72
entries compared to the 14 entries in babeld. Figure 4 shows that

Figure 2: Model of the primary used mobility scenario at
258.5 s with each blue dot representing an UAV.

Figure 3: Model of the primary used mobility scenario at
154 s with each blue dot representing an UAV.

with this amount of routing table entries, even when not increasing
linear, the performance of the underlying system in routing table
lookups is becoming significantly more important.

In addition, we divide the tail latency shown in Figure 5 into
profiles to analyze their impact. Overall, the delay is lower with
our approach for almost all traffic classes, but in particular, the
delay is improved for Video traffic holding 1 s at 99.99 %. Only the
delay suffered by sensor traffic is worse when using the policy-
based Babel protocol, suggesting that this configuration can be
improved, as sensor traffic is, according to Table 1 a low-latency
class. The reason is that the maximum latency threshold for low-
latency traffic was always reached, resulting in the same penalty for
all links. Moreover, critical traffic is better in the original version
than our proposed version, resulting from the case that for the
critical traffic, the infinity value for costs is reached at some points,
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Figure 4: Routing table entries on selected nodes.
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Figure 5: HDR-Plot for delay.

resulting in worse routing behavior than the original algorithm.
This is another reason leading to the idea of improving the proposed
weights for the different traffic classes.

We further analyzed the routing traffic generated by the policy-
based Babel protocol, which presents an average increase from
2.2 kbit s−1 to 4.7 kbit s−1 when compared with the original Babel
protocol. The usage of six policies justifies this increase, which
means that overhead of around twice the messaging is generated
with six times the amount of policies. As more messages in regular
intervals need to be sent, the energy consumption will be presum-
able higher, but we have not further performed experiments on
the energy consumption of individual nodes. However, although
the amount of transmitted traffic is six times higher than when
using just one type of traffic, the exchanged routing information
increased at a lower rate—around two times.
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Figure 6: Delay results for delay configuration according to
Table 3 with colors representing same traffic classes as in
Figure 5.

5.3 Strategy evaluations
In this section, we aim to analyze the impact that policy strate-
gies have on the performance of a policy-based routing protocol.
We evaluate several configurations of the proposed cost function.
Results are, however, not presented in detail due to limited space.

Video VoIP Critical Sensor BE

Min 1/2x 1/2x 1/4x 1/4x 1x
Max 1x 1x 1/2x 1/2x 1x
Penalty 1x 1x + 10 1x 1x + 10 1x

Table 3: settings with best performance.

Table 3 shows the delay configuration set for the variant with
the best performance. We modified that the expected transmission
count, used for wireless links in Babel, is disabled for low-latency
traffic, and the maximum delay cost is 106 instead of 2x96 ensuring
to mark feasible links. With this, we analyze the impact of changing
policies on the results.

Figure 6 shows the delays for the configuration in Table 3, eval-
uated in the same mobility scenario to enable comparison, with an
focus on worst-case delays of the individual traffic classes. With
worst-case delays, we focus on the higher end of the measured
delays. The video traffic reaches 2 s delay in the worst-case, which
is twice as before, but especially the critical and sensor data show
significant improvements. Only VoIP and BE traffic worsens in
tail-latency, which shows that the selection needs to be careful as
other traffic worsens. The critical and sensor data are, according
to Table 3 the significant low-latency policies, which are signifi-
cantly improved. To take away from this result is carefully selecting
weights and metrics based on the requirements of the profiles. Fur-
ther optimization per policy is required.

Furthermore, we analyzed the performance in a mobility sce-
nario built based on the reference point group mobility model. The
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scenario results show that using this mobility model, the config-
uration as in Table 3 is better than the original since the delay
measured is generally higher and therefore exceeds the limit for
the maximum penalty mostly in different scenarios as well.

5.4 Limitations and Future Work
Our evaluation is limited in the area of evaluated cost functions as
only static policies from compile-time were used. This limitation
reduces the applicability in connected scenarios, where the base
station should be able to adapt policies on-the-fly. Furthermore,
due to external limitations, the analysis was only performed with a
setup in Mininet WiFi and could not be evaluated in real scenarios
in a flying environment.

As a result of these limitations, the presented concept represents
a way to use a routing protocol available for wireless and wired
links in UAV networks but lacks further in-depth evaluations. In
future work, we will further analyze integrating different metrics
and algorithms in the cost function to optimize the potential of
policies in FANETs. Further, we aim to analyze the routing traffic
impact on the potential of the FANET itself. Similarly, have we not
analyzed the computational complexity of our proposed changes
such that this is left for future work.

6 REPRODUCIBILITY
To be able to reproduce our results, have we published the prototype
implementation of our proposed policy-based Babel routing concept
at https://github.com/tumi8/babeld. It is possible to verify the results
with this prototype and Mininet WiFi.

7 CONCLUSION
Managing strategic wireless adhoc communications between mov-
ing vehicles while fulfilling the requirements of different types of
traffic is difficult since different flows have different requirements,
such as low latency or high throughput, resulting in a challeng-
ing task to route the traffic. To face this challenge, we propose a
new policy-based routing protocol for FANETs, based on the Babel
protocol, together with the usage of Type-of-Service tags to distin-
guish between different policies while using delay as a metric to
implement policies in each link.

Using the proposed concept offers advantages over the current
Babel protocol and other routing algorithms presented in related
work, namely: custom profiles can be defined; both wireless and
wired networks are supported; additional metrics and cost estima-
tion algorithms can be added on a per-profile basis.

Evaluation results show significant performance improvements
for different policies depending on the settings emulated in Mininet
WiFi, such as reducing the tail-latency for video traffic to 1 s with
less than linear scaling of routing table entries and routing traffic
towards the number of policies. Results also show that each policy
needs to select cost functions carefully.

We aim to analyze a method to allow policies to be adapted
on-the-fly as future work. Moreover, we plan to analyze the conver-
gence time, which is a challenge in FANETs, since it is unknown
what the optimal path is at any moment in time. Furthermore, we
aim to analyze the impact of additional metrics and algorithms such
as a machine-learning approach and analyze our concept in a real

environment. Finally, measuring the impact on energy consump-
tion or required computational power on UAVs is an experiment
for future work.
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