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;ﬁ"“ Course Outline (tentative)

o Part 1: Internet protocols
1. Overview on Computer Networks
2. Application Layer
3. Transport Layer
4. Network Layer
5. Link Layer
o Part 2: Advanced Concepts
6. Network Monitoring and Measurements
7. Quality of Service
8. Signalling and Internet Telephony Services
9. Network design principles

= common themes: signaling, indirection, virtualization,
multiplexing, randomization, scalability

= implementation principles: techniques
= network architecture: the big picture, synthesis
= Future Internet approaches
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W24 Courseorganization

Q Lecture
= Friday, 10:15-11.45, Ml H2 weekly
= Monday, 16:15-17.45, MI H2 first weekly, then typically bi-weekly

QO Exercises
= After start of exercises, typically bi-weekly Monday 16:15-17.45

0 Students are requested to subscribe to lecture and exercises at

http://www.net.in.tum.de/en/teaching/ws1011/lectures/
masterkurs-rechnernetze/

= Email list, svn access for subscribers of course
a TUMonline: required for exam registration

0 Questions and Answers / Office hours
» Prof. Dr. Georg Carle, carle@net.in.tum.de

» After the course and upon appointment (typically Thursday 11-12)
= Christian Grothoff, Ph.D., grothoff@net.in.tum.de
o Course Material

= Slides are available online. Slides may be updated during the course.

IN2097 - Master Course Computer Networks, WS 2010/2011
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4X | Grading

o Exercises
= prepare for the examination (but do not give a bonus)

o Practical assignments
= Two practical assignments are planned
* You have to succeed in at least one
= They will be graded

a Our concept for grading
(may be changed — rules will be fixed before registration for the exam)

» Final examinations will be oral and give an individual grade.
You must pass the oral exam for being successful in the course.

= For overall grade, grade of one practical assignment gives 25% of
final grade

» |f your grade for a second practical assignment is better than your
examination grade, it is accounted for by another 25%

IN2097 - Master Course Computer Networks, WS 2010/2011




C ;
'O‘ Questions

o Who studies what?
* Diploma degree?
= Master in Informatics?
= Master in Informatics — English Track?
= Master in Information Systems [Wirtschaftsinformatik]?
= Other Master courses?
= Bachelor in Informatics?
= Other courses
o Who comes from where?

o Which previous relevant courses?
* INOO10 - Grundlagen Rechnernetze und Verteilte Systeme?
* What else?
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24 Chapter 1: Introduction

what's the Internet?

what's a protocol?

network edge; hosts, access net, physical media
network core: packet/circuit switching, Internet structure
performance: loss, delay, throughput

protocol layers, service models

O 0O 0O 0 0 O




e

Principles of network applications
Web and HTTP

DNS

P2P applications

Socket programming with TCP
Socket programming with UDP

o 0 0 0 0 O



ix’“ Chapter 2: Web caches (proxy server)

o Goal: satisfy client request
without involving origin
server

Q non-transparent web origin
Cache server
user sets browser: Web
accesses via cache

o browser sends all HTTP
reguests to cache

* object in cache: cache
returns object

» else cache requests
object from origin

client o
server, then returns origin

object to client server

10
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24 Chapter 3 Outline

Transport-layer services
Multiplexing and demultiplexing
Connectionless transport: UDP
Connection-oriented transport: TCP

* segment structure

» reliable data transfer

= flow control

= connection management
o TCP congestion control

a
Q
Q
a
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2@ Chapter 3: Sockets

Q process sends/receives
messages to/from its socket

host or host or
o socket analogous to door

server server

» sending process shoves @
message out door controlled by

. . & app developer
= sending process relies on process process

transport infrastructure on |socket| |socket|

other side of door which TP with TP with

brings message to socket at | buffers, buffers,
variables variables

receiving process

controlled
by OS

3 API: (1) choice of transport protocol; (2) ability to fix a few
parameters




i{"‘ Chapter 3: Pipelining: increased utilization

sender receiver

first packet bit transmitted, t = 0 —-------- - oo
last bit transmitted, t=L / R;

first packet bit arrives
last packet bit arrives, send ACK

> last bit of 2nd packet arrives, send ACK
last bit of 3" packet arrives, send ACK

RTT

ACK arrives, send next|
packet,t=RTT+L/R P> >~

............... - Increase utilization
"""" N / by a factor of 3!

y  __3*L/R _ .024

= 0.0008

sender RTT+L/R ~30.008




iﬁ".‘ Chapter 3: TCP Round Trip Time and Timeout

Setting the timeout

0 EstimtedRTT plus “safety margin”
» large variation in EstimatedRTT -> larger safety margin
o first estimate of how much SampleRTT deviates from EstimatedRTT:

DevRTT = (1-B)*DevRTT +
B*]|SampleRTT-EstimatedRTT]|

(typically, B = 0.25)

Then set timeout interval:

Timeoutlnterval = EstimatedRTT + 4*DevRTT




i{'.‘ Chapter 3: Why is TCP fair?

Two competing sessions:
o Additive increase gives slope of 1, as throughout increases
o multiplicative decrease decreases throughput proportionally

equal bandwidth share

loss: decrease window by factor of 2
congestion avoidance: additive increase

loss: decrease window by factor of 2
congestion avoidance: additive increase

Connection 2 throughput

Connection 1 throughput R




iﬁ".‘ Chapter 4: Network Layer

Part 1 Part 3

o Introduction o Routing algorithms

a IP: Internet Protocol * Link state
= Datagram format » Distance Vector
* |Pv4 addressing = Hierarchical routing
= |CMP o Routing in the Internet

Part 2 = RIP

o IPv6 * OSPF

o NAT = BGP

o Virtual circuit and datagram o Broadcast and multicast
networks routing

o What's inside a router
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2@ Chapter 4: First-Generation IP Routers

5
Memor

DMA DMA DMA
Line Line -+ Line
Interfate Interface Interfacg
MAC MAC MAC

I
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2@ Chapter 4: NAT traversal

0 One of several NAT traversal solutions:
relaying (used in Skype)
* NATed client establishes connection to relay
= External client connects to relay
* relay bridges packets between to connections

2. connection to
) relay initiated

by client
-

1. connection to
relay initiated
by NATted host

3. relaying
established

Client -
138.76.29.7 NAT
router




e

Introduction and services
Multiple access protocols
Link-layer Addressing

Ethernet

Link-layer switches

Link virtualization: ATM, MPLS

o 0 0 0 0 O



e

o Introduction
o Architecture & Mechanisms
o Protocols
* |PFIX (Netflow Accounting)
= PSAMP (Packet Sampling)
O Scenarios



iﬁ".‘ Chapter 6: Monitoring Probe

o Standardized data export Exporter
f
Monitoring
o Monitoring Software Software
f
o HW adaptation, [filtering]

o OS dependent interface (BSD)

o Network interface
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2@ Chapter 6: Self-Similar Stochastic Process

0 0
-5 . -10 :
220 225 230 220 225 230

(a) Self-Similar Process (b) Non-5elf-Similar Process




;ﬁ"“ Chapter 7 outline — Quality-of-Service Support

a Link virtualization: ATM

a Providing multiple classes of service

0 Providing Quality-of-Service (Q0S) guarantees
a Signalling for QoS




iﬁ"“ Chapter 8: Signaling

signaling: exchange of messages among network entities to
enable (provide service) to connection/call

o before, during, after connection/call
= call setup and teardown (state)
= call maintenance (state)
* measurement, billing (state)
O between
» end-user <-> network
» end-user <-> end-user
* network element <-> network element
o examples
» Q.921, SS7 (Signaling System no. 7): telephone network
Q.2931: ATM
RSVP (Resource Reservation Protocol)
H.323: Internet telephony
SIP (Session Initiation Protocol): Internet telephony




;Av"‘ Chapter 9: Voice over IP Example I

T SIP regist
Caller im@umass.edu uperr]igézl;ar

places a call to keith@upenn.edu
(1) Jim sends INVITE ' SIP

2 registrar
message to umass SIP SIP proxy / eurecom.r

proxy. umass.edu 3 4 ‘

(2) Proxy forwards ’ ] ’
request to upenn 1 7

registrar server. K X

(3) upenn server returns <

redirect response, @ 9 <P eliont
indicating that it should  sipclient 197.87.54.21

try keith@eurecom.fr 217.123.56.89

(4) umass proxy sends INVITE to eurecom registrar.

(5) eurecom regqistrar forwards INVITE to 197.87.54.21, which is running
keith’s SIP client.

(6-8) SIP response sent back

(9) media sent directly between clients.

Note: SIP ack messages not shown.




iﬁ".‘ Chapter 9: Network design principles

Network design principles

= common themes: signaling, indirection, virtualization,
multiplexing, randomization, scalability

* implementation principles: techniques
* network architecture: the big picture, synthesis
* Future Internet approaches
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2@ Chapter 9: Design Principles and Future Internet

Internet Design Philosophy (Clark’88)
(In order of importance)

0

N o ok W

pifferent order'\rf\\? rchitecture!
iffere
Connect existing networks —make & diff

initially ARPANET, ARPA packet radio, packet satellite network
Survivability

- ensure communication service even with network and router
failures

Support multiple types of services

Must accommodate a variety of networks
Allow distributed management

Allow host attachment with a low level of effort
Be cost effective

Allow resource accountability
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24 Chapter 1: Introduction

Overview: Our goal:

o what's the Internet? o get “feel” and terminology
0 what’s a protocol? o more depth, detall later in
o network edge; hosts, access course

net, physical media QO approach:

= use Internet as example

0 network core: packet/circuit
switching, Internet structure

0 performance: loss, delay,
throughput

a protocol layers, service
models
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2@ Chapter 1: roadmap

1.1 What is the Internet?
1.2 Network edge

end systems, access networks, links
1.3 Network core

circuit switching, packet switching, network structure
1.4 Delay, loss and throughput in packet-switched networks
1.5 Protocol layers, service models




5‘{"‘ What's the Internet: “nuts and bolts” view
4N

o millions of connected

1 pc computing devices: Mobile network
hosts = end systems
1 server _
" running
@M )
& gg%%ss network apps

j cellular
handheld
d communication links
C‘Téf‘ access " fiber, copper, radio,
A

points satellite
—_— M d . ]
ks = transmission rate =

bandwidth

= Q routers: forward packets
router (chunks of data)




Web-enabled toaster +
weather forecaster

IP picture frame
http://www.ceiva.com/
Free invitations for guests to send photos

World’s smallest web server g ﬁ

in 1999 Internet phones

= Who knows other cool internet appliances?



5{% What's the Internet: “nuts and bolts” view
4N

o protocols control sending, receiving of
messages

= e.g., TCP, IP, HTTP, Skype, Mobile network
Ethernet

a Internet: “network of networks”

» |oosely hierarchical

= public Internet versus private intranet
QO Internet standards

» RFC: Request for comments

= |ETF: Internet Engineering Task
Force

0 communication infrastructure enables
distributed applications:

= Web, VolIP, email, games,
e-commerce, file sharing

0 communication services provided to
applications:

= reliable data delivery from source to
destination

= “pest effort” (unreliable) data delivery
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2@ What's aprotocol?

human protocols: network protocols:

o “what’s the time?” o machines rather than

a “lI have a question” humans

a introductions 0 all communication activity in
Internet governed by

. protocols
.. specific msgs sent

.. Specific actions taken when
messages received, or
other events

protocols define format,
order of messages sent
and received among
network entities, and
actions taken on message
transmission, receipt
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24 Chapter 1: roadmap

1.1 What is the Internet?
1.2 Network edge

Q end systems, access networks, links
1.3 Network core

Q circuit switching, packet switching, network structure
1.4 Delay, loss and throughput in packet-switched networks
1.5 Protocol layers, service models




n'ay _
2@ The network edge:

o end systems (hosts):
" run application programs
* e.g. Web, emall 5 1
= at “edge of network” |
o client/server model peer-peer

= client host requests, receives
service from always-on
server

= e.g. Web browser/server, client/s
email client/server

O peer-peer model:

= minimal (or no) use of
dedicated servers

»= e.g. Skype, BitTorrent
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gﬁ" Access networks and physical media

Q: How to connect end systems to
edge router?

0 residential access networks

O Institutional access networks
(school, company)

0 mobile access networks

Relevant:

o bandwidth (bits per second) of
access network?

o shared or dedicated?




X/
og Ethernet Internet access
/ 7N\

o Typically used in companies, universities, etc
= 10 Mbs, 100Mbps, 1Gbps, 10Gbps Ethernet
* Today, end systems typically connect into Ethernet switch

100 Mbps Institutional
router

To Institution’s
ISP

Ethernet
switch

100 Mbps

1 Gbps

g

server

100 Mbps




ey ..
o Wireless access networks
/2

o shared wireless access network
connects end system to router

= via base station aka “access

point” ‘
. router
o wireless LANS: _

= 802.11b/g (WiFi): 11 or 54 e €
I\/IbpS station

o wider-area wireless access
= provided by telco operator

= ~1Mbps over cellular system
(HSDPA)

= next cellular network
technology: LTE (10’s Mbps)
over wide area
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a H
,"4‘ ome networks

Typical home network components:
o DSL or cable modem
o router/firewall/NAT

o Ethernet

o wireless access point

@&

&

) wireless
@
t(O:/;L(?;n DSL/ _router/ laptops
headend cable Firewall/ @
modem NAT wireless
access
Ethernet point

= Qur research project AutHoNe: targetting many innovations
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24 Chapter 1: roadmap

1.1 What is the Internet?
1.2 Network edge

d end systems, access networks, links
1.3 Network core

Q circuit switching, packet switching, network structure
1.4 Delay, loss and throughput in packet-switched networks
1.5 Protocol layers, service models




='ay;
gﬁ" The Network Core

o mesh of interconnected routers

o the fundamental question: how is
data transferred through net?

= circuit switching: dedicated
circuit per call: telephone net

= packet-switching: data sent thru
net in discrete “chunks”
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gA‘ Network Core: Circuit Switching

o End-end resources reserved for “call”
» |ink bandwidth, switch capacity
» dedicated resources: no sharing
= circuit-like (guaranteed) performance
= call setup required

o network resources (e.g., bandwidth)
divided into “pieces”

» pieces allocated to calls

» resource piece idle if not used by
owning call (no sharing)

a dividing link bandwidth into “pieces”

» frequency division

= time division
0o Inefficient for bursty sources (=why?)
o Quality guarantee, but call blocking




;ﬁ'.l‘ Network Core: Packet Switching I

each end-end data stream divided into
packets

o user A, B packets share network
resources

o each packet uses full link bandwidth
O resources used as needed
resource contention:

O aggregate resource demand can
exceed amount available

O congestion: packets queue, wait for link
use

o store and forward: packets move
one hop at a time

= Node receives complete packet
before forwarding




24 Packet Switching: Statistical Multiplexing

10 Mbs

A@E_themet statistical multiplexing
A 1.5 Mbs
B |

gueue of packets
waiting for output
link

0 Sequence of A & B packets does not have fixed pattern =
statistical multiplexing.

a In TDM each host gets same slot in revolving TDM frame.




'O". Packet switching versus circuit switching

0 For bursty sources, Packet
switching allows more users to
use network! Example:

« 1 Mbit link

= each user:
. 100 kbps when “active”
. active 10% of time

N users ®:t

= Clrcuit-switching: 1 Mbps link
- 10 users

= packet switching:

. with 35 users,
probability > 10 active
less than .0004




2@ Packet switching versus circuit switching

Is packet switching obviously better than circuit switching?
o packet switching is great for bursty data

* resource sharing

= simpler, no call setup
o possibility of excessive congestion: packet delay and loss

» protocols needed for reliable data transfer, congestion
control

o Q: How to provide circuit-like behavior?
= pandwidth guarantees needed for audio/video apps
* |nternet-wide still an unsolved problem (=later)
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,'J{.‘ Internet structure: network of networks
/ 7\

a roughly hierarchical

o at center: “tier-1” ISPs (AT&T, Global Crossing, Level 3, NTT,
Qwest, Sprint, Tata, Verizon (UUNET), Savvis, TeliaSonera),
national/international coverage

* treat each other as equals

» can reach every other network on the Internet without
purchasing IP transit or paying settlements.

Tier-1 ier 1I1SP
providers
interconnect

(peer)
privately

Tier 1 ISP




;ﬁ".‘ Tier-1 ISP: e.g., Sprint

IUnaear ua

"~ POP: point-of-presence —

to/from backbone

to/from customers
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,'4{.‘ Internet structure: network of networks
PN

o “Tier-2” ISPs: smaller (often regional) ISPs

= Connect to one or more tier-1 ISPs, possibly other tier-2
ISPs

Tier-2 ISPs

/also peer

Q Tier-2 ISP pays
tier-1 ISP for
connectivity to
rest of Internet
Qtier-2 ISP is
customer of

tier-1 provider Tier 1 ISP

Qs

s Ticr11SP
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,'4{.‘ Internet structure: network of networks
PN

o “Tier-3” ISPs and local ISPs
» |last hop (“access”) network (closest to end systems)

3 ISPs are
customers of
higher tier ISPS
connecting
them to rest of

O

< .

Internet Tier 1 ISP -.@
e Creass ()

Tier 1 ISP

=

=5 TE




Y
gﬁ"‘ Internet structure: network of networks

0 a packet passes through many networks!
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24 Chapter 1: roadmap

1.1 What is the Internet?
1.2 Network edge

Q end systems, access networks, links
1.3 Network core

Q circuit switching, packet switching, network structure
1.4 Delay, loss and throughput in packet-switched networks
1.5 Protocol layers, service models




X
gi(' How do loss and delay occur?

packets queue in router buffers
o packet arrival rate to link exceeds output link capacity
o packets queue, wait for turn

packet being transmitted (delay)

packets queueing (delay)

free (available) buffers: arriving packets
dropped (loss) if no free buffers
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ﬁ«" Four sources of packet delay

a 1. nodal processing: Q 2. queueing
= check bit errors = time waiting at output link
for transmission

= depends on congestion
level of router

= determine output link

Transmission
A@_ \ .
<—propagation—
T
[

nodal N\

processing  queueing
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24 Delay in packet-switched networks

3. Transmission delay: 4. Propagation delay:

o R=link bandwidth (bps) 0 d = length of physical link

o L=packet length (bits) O S = propagation speed in

o time to send bits into link = L/R medium (~2x10° m/sec)

Q propagation delay = d/s

transmission
3 I NP
<—propagation—
2 @
?
B
nodal N\

processing  queueing
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X | Nodal delay

a dy = processing delay
= typically a few microsecs or less
o d = gueuing delay

gueue
» depends on congestion

a d,,. = transmission delay
» = |/R, significant for low-speed links

a dy, = Propagation delay
= a few microsecs to hundreds of msecs

=d__+d +d.. +d

nodal proc queue trans prop

d




5{' Packet-switching: store-and-forward
S\

aTakes L/R seconds to transmit Example:

(push out) packet of L bits on to Circuit Switching:
link or R bps | al = 7.5 Mbits
aEntire packet must arrive at aR = 1.5 Mbps

router before it can be transmitted
on next link: store and forward

adelay = 3L/R

aTransmission delay =5 sec
Packet Switching:

oL = 7.5 Mbits
oR = 1.5 Mbps
aTransmission delay = 15 sec




t ﬂ Now break up the message into
- = - 5000 packets
Source acket acket Destination .

e e o Each packet 1,500 bits

1] o 1 1 msec to transmit packet on

; =4 i one link

3 2 1 2 . .. . . .

) = ; 7 |, 0 pipelining: each link works In
E 4 3 %’ , parallel

o Delay reduced from 15 sec
] | to 5.002 sec (as good as
5000 ﬂ 4995 4997 | 4999 Circuit SWitChed)
000

| [

| 4999 4995 5000 . .

| .., @ What did we achieve over
5002 circuit switching?

o Drawbacks (of packet vs.
Message)

&000 4999

|

000

Time (mseac)




'O"‘ Queueing delay (revisited)

o R=link bandwidth (bit/s)
o L=packet length (bit)
0 a=average packet arrival rate

dverage

traffic intensity = L-a/R queueing delay
o L-a/R ~ 0: average queueing ! i
delay small i
o L-a/R -> 1: delays become |
large |
o L-a/R > 1: more “work” arriving i
than can be serviced, average g Bl

delay infinite! 1
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X Real” Internet delays and routes

o What do “real” Internet delay & loss look like?

0 Traceroute program: provides delay measurement from

source to router along end-end Internet path towards
destination. For all I

» sends three packets that will reach router i on path towards
destination

= router i will return packets to sender
» sender times interval between transmission and reply.

3 probes 3 probes @
3 pr'obés




-V.‘ (11 1
X | Real” Internet delays and routes

traceroute: gala.cs.umass.edu to www.eurecom.fr

Three delay measurements from
gaia.cs.umass.edu to cs-gw.cs.umass.edu

cs-gw (128.119.240.254) 1 ms 1 ms 2ms

borderl-rt-fa5-1-0.gw.umass.edu (128.119.3.145) 1 ms 1 ms 2 ms
cht-vbns.gw.umass.edu (128.119.3.130) 6 ms 5 ms 5 ms
jnl-at1-0-0-19.wor.vbns.net (204.147.132.129) 16 ms 11 ms 13 ms
jn1-so07-0-0-0.wae.vbns.net (204.147.136.136) 21 ms 18 ms 18 ms
abilene-vbns.abilene.ucaid.edu (198.32.11.9) 22 ms 18 ms 22 ms _
nycm-wash.abilene.ucaid.edu (198.32.8.46) 22 ms 22 ms 22 ms+ trans-oceanic
62.40.103.253 (62.40.103.253) 104 ms 109 ms 106 ms <\) link
de2-1.del.de.geant.net (62.40.96.129) 109 ms 102 ms 104 ms In

10 de.frl.fr.geant.net (62.40.96.50) 113 ms 121 ms 114 ms

11 renater-gw.frl.fr.geant.net (62.40.103.54) 112 ms 114 ms 112 ms

12 nio-n2.cssi.renater.fr (193.51.206.13) 111 ms 114 ms 116 ms

13 nice.cssi.renater.fr (195.220.98.102) 123 ms 125 ms 124 ms

14 r3t2-nice.cssi.renater.fr (195.220.98.110) 126 ms 126 ms 124 ms

15 eurecom-valbonne.r3t2.ft.net (193.48.50.54) 135 ms 128 ms 133 ms

16 194.214.211.25 (194.214.211.25) 126 ms 128 ms 126 ms

17 *** « _

18 * * * —— *means no response (probe lost, router not replying)

19 fantasia.eurecom.fr (193.55.113.142) 132 ms 128 ms 136 ms

OCoOoO~NOOAAPRWNE

IN2097 - Master Course Computer Networks, WS 2010/2011
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'O" Packet loss

o gqueue (aka buffer) preceding link in buffer has finite capacity
o packet arriving to full queue dropped (aka lost)

0 lost packet may be retransmitted by previous node, by source
end system, or not at all

buffer

(waiting area) packet being transmitted

\packet arriving to

full buffer is lost




X/
e Throughput

0 throughput: rate (bits/time unit) at which bits transferred
between sender/receiver

= instantaneous: rate at given point in time
= average: rate over longer period of time

— -

| N
server sends bits  pipe that can carry pipe that can carry
(fluid) into pipe fluid at rate fluid at rate

R¢ bits/sec) R bits/sec)




iﬁ"“ Throughput (more)

0 R, <R, What is average end-end throughput?

@5@ R bits/sec ]::9 R, bits/sec

O R.>R. What is average end-end throughput?

\
@5@ Re bits/sec § R bits/sec

— bottleneck link

®

e

link on end-end path that constrains end-end throughput

= measurement challenge for networks with many nodes:
identify bottleneck interfaces, e.g. with packet-pair measurements
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24 Throughput: Internet scenario

o Example: 10 clients /
servers share a bottleneck

link
* per-connection end-end R w
throughput:
min(R_,R,,R/10) s Rs
0 in practice: R, or R, is
often bottleneck

10 connections (fairly) share
backbone bottleneck link R bits/sec
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24 Chapter 1: roadmap

1.1 What is the Internet?
1.2 Network edge
d end systems, access networks, links
1.3 Network core
Q circuit switching, packet switching, network structure
1.4 Delay, loss and throughput in packet-switched networks
1.5 Protocol layers, service models
1.6 Networks under attack: security
1.7 History
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X | Protocol “Layers

Networks are complex!

O many “pieces”:
* hosts
= routers
* links of various media
= applications
protocols
hardware, software

Question:

Is there any hope of
organizing structure of
network?

Or at least our discussion of
networks?



X .
e Why layering?

Dealing with complex systems:
o explicit structure allows identification, relationship of complex
system’s pieces
» layered reference model for discussion
0 modularization eases maintenance, updating of system

» change of implementation of layer’s service transparent to
rest of system

* e.dg., change in gate procedure doesn’t affect rest of system
o layering considered harmful?




ey,
274 Internet protocol stack

o application: supporting network applications
= FTP, SMTP, HTTP

0 transport: process-process data transfer
= TCP, UDP

o network: routing of datagrams from source
to destination

* |P, routing protocols

o link: data transfer between neighboring
network elements

= PPP, Ethernet
o physical: bits “on the wire”

application

transport

network

link

physical




;ﬁ" Introduction: Summary

Covered a lot of material!

o Internet overview

o what’s a protocol?

o network edge, core, access network
» packet-switching versus circuit-switching
* |nternet structure

o performance: loss, delay, throughput

o layering, service models

You now have:

Q context, overview, “feel” of networking
o more depth, detail to follow!
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o Principles of network applications
o Weband HTTP

o DNS

o P2P applications

Q Summary



iﬁ"“ Chapter 2: Application Layer

Our goals:

o conceptual, implementation aspects of network application
protocols

= transport-layer service models
= client-server paradigm
» peer-to-peer paradigm
o learn about protocols by examining popular application-
level protocols

« HTTP
* DNS

Q programming network applications
= socket API




\<

" Some network applications

e-malil

web

iInstant messaging

remote login

P2P file sharing

multi-user network games
streaming stored video clips
voice over |IP

real-time video conferencing
grid computing

o 00000000




;A".‘ Creating a network application

application

write programs that
* run on (different) end systems
= communicate over network

" e.g., web server software
communicates with browser
software

No need to write software for network-
core devices

= Network-core devices do not run
user applications

= applications on end systems
allows for rapid application
development, propagation

= think whether a counter-example exists:
what would be benefits if you could program your router?

| INZOST-Master Course Computer Networks, WS 201020115
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o Principles of network applications
o Weband HTTP

o DNS

o P2P applications

Q Summary



e

o Client-server

o Peer-to-peer (P2P)

o Hybrid of client-server and P2P



,'4{.‘ Client-server architecture
/ 7N\

server:
= always-on host
= permanent |P address __;__‘%
= server farms for scaling = rfwn R
clients: //:lc N

= communicate with server
= may be intermittently connected
= may have dynamic IP

addresses client/server

= do not communicate directly
with each other




ey, :
;ﬁ" Pure P2P architecture

O no always-on server

Q arbitrary end systems
directly communicate

Q peers are intermittently
connected and change IP
addresses

Highly scalable but difficult to
manage




iﬁ"“ Hybrid of client-server and P2P

Skype
= voice-over-IP P2P application

= centralized server: authenticates user, finds address of
remote party

= client-client connection: direct (not through server)

Instant messaging
» chatting between two users is P2P
= centralized service: client presence detection/location

* user registers its IP address with central server when it
comes online

e user contacts central server to find |IP addresses of
buddies




't‘ Processes communicating

Process: program running within a | Client process: process that

host. initiates communication
Q within same host, two processes | Server process: process that
communicate using waits to be contacted

Inter-process communication
(defined by OS).

o processes in different hosts
communicate by exchanging
messages

0 Note: applications with
P2P architectures have
client processes & server
processes




n'ay,
/V
,'ﬁ' Sockets

O process sends/receives
messages to/from its socket
host or host or

0 socket analogous to door server server

= sending process shoves @ @

message out door _ controlled by
: _ application develope
= sending process relies on progess

transport infrastructure on |socket| |socket|

other side of door which TP with TCP with

brings message to socket at | buffers, buffers,
variables variables

receiving process

controlled
by operating system

3 API: (1) choice of transport protocol; (2) ability to fix a few
parameters




'l". Addressing processes I

0 to receive messages, process 0 Identifier includes both IP

must have identifier address and port numbers
a host device has unique 32-bit associated with process on
IP address host.
0 Q: does IP address of host a Example port numbers:
on which process runs suffice = HTTP server: 80
for identifying the process? = Mail server: 25
= A: No, many processes o to send HTTP message to
can be running on same gaia.cs.umass.edu web
host server:

= |P address:
128.119.245.12

= Port number: 80

v e conpre s ez n



'y : : :
24 Application-layer protocol defines

o Types of messages exchanged,

" e.g., request, response
o Message syntax:

= what fields in messages & how fields are delineated
0 Message semantics

* meaning of information in fields

o Rules for when and how processes send & respond to
messages

Public-domain protocols:

o defined in RFCs

o allows for interoperability
o e.g., HTTP, SMTP
Proprietary protocols:

o e.g., Skype




;i{.‘ What transport service does an application need?

Data loss

O some applications (e.g., audio) can tolerate some loss

a other applications (e.g., file transfer, telnet) require 100% reliable data
transfer

Timing

QO some applications (e.g., Internet telephony, interactive games) require
low delay to be “effective”

o frequently the applications also need timestamps (e.g. specifying
playout time)

Throughput

O some applications (e.g., multimedia) require minimum amount of
throughput to be “effective”

o other applications (“elastic apps”) make use of whatever throughput
they get

Security
0 Encryption, data integrity, ...

IN2097 - Master Course Computer Networks, WS 2010/2011
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Y : :
g Transport service requirements of common apps

Application Dataloss Throughput Time Sensitive
file transfer no loss elastic no
e-mail no loss elastic no
Web documents no loss elastic no

real-time audio/video

loss-tolerant

audio: 5kbps-1Mbps Yes, 100’s msec
video:10kbps-5Mbps

stored audio/video

loss-tolerant

same as above yes, few secs

interactive games

loss-tolerant

few kbps up yes, 100's msec

instant messaging

no loss

elastic yes and no

e corsecompe e wzoeos




e | t tocol i
,'A‘ nternet transpor Protocols services

TCP service: UDP service:

O connection-oriented: setup o unreliable data transfer
required between client and server between sending and receiving
processes process

0 reliable transport between sending 0 does not provide: connection
and receiving process setup, reliability, flow control,

a flow control: sender won't congestion control, timing,
overwhelm receiver throughput guarantee, or

a congestion control: throttle sender security

when network overloaded
0 does not provide: timing, minimum
throughput guarantees, security

Q: why bother? Why is there a
UDP?

Qe



V@ Internet apps: application transport protocols
A ] PpPS: app ,

Application Underlying
Application layer protocol transport protocol
e-mail SMTP [RFC 2821] TCP
remote terminal access Telnet [RFC 854] TCP
Web HTTP [RFC 2616] TCP
file transfer FTP [RFC 959] TCP
streaming multimedia HTTP (e.g., Youtube), TCP or UDP

RTP [RFC 1889]

Internet telephony

SIP, RTP, proprietary
(e.qg., Skype)

typically UDP




e

o Principles of network applications
o Web and HTTP

o DNS

o P2P applications

Q Summary



X :
/Y HTTP
,‘4‘ overview

HTTP: hypertext transfer protocol
o Web’s application layer protocol
Q client/server model

= client: browser that requests, @
receives, “displays” Web PC running 473

objects Explorer

= server: Web server sends
objects in response to
requests

Server
running
Apache Web
server

Mac running
Navigator




%@ HTTP overview (continued) I

HTTP uses TCP: HTTP is “stateless”

a client initiates TCP connection “ Szrvetr maintlr?xin? no info:mation
(creates socket) to server at about past client requests

port 80 Protocols that maintain “setlg’tleq’e
o server accepts TCP are complex!

connection from client O past history (state) must be
o HTTP messages (application- maintained

layer protocol messages) 0 if server/client crashes, their

exchanged between browser views of “state” may be

(HTTP client) and Web server inconsistent, must be

(HTTP server) reconciled

o http1.0: TCP connection
closed after HTTP response

v corsecompe e wzosos
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Nonpersistent HTTP (v1.0) Persistent HTTP (v1.1)
o At most one object is sent o Multiple objects can be sent
over a TCP connection. over single TCP connection

between client and server.



;A".‘ Nonpersistent HTTP

Suppose user enters URL

www . someSchool .edu/someDepartment/home. Index (contains text,
references to 10

1a. HTTP client initiates TCP jpeg images)
connection to HTTP server
(process) at 1b. HTTP server at host
www.someSchool.edu on www.someSchool.edu waiting
port 80 for TCP connection at port 80.
“accepts” connection, notifying
client

2. HTTP client sends HTTP
request message (containing
URL) into TCP connection \?i HTTP server receives request

socket. Message indicates that message, forms response

client wants object message containing requested

someDepartment/home.index object, and sends message into
its socket

time

)



/ 4. HTTP server closes TCP
5. HTTP client receives

connection.
response message

containing html file, displays
html. Parsing html file, finds
10 referenced jpeg objects

tlTe 6. Steps 1-5 repeated for each of

10 jpeg objects



X/ : _ .
gix' Non-Persistent HTTP: Response time

Definition of RTT: time for a small
packet to travel from client to

server and back. @
Response time:
a0 one RTT to initiate TCP initiate TCP

connection connection [ \
RTT<
a one RTT for HTTP request and /
request \

first few bytes of HTTP file %

response to return RTT \» Lme o
a file transmission time L / file
total = 2RTT+ transmit time ];iieived-

time time




;A".‘ Persistent HTTP

Nonpersistent HTTP issues: Persistent HTTP

o requires 2 RTTs per Q server leaves connection
object open after sending response

o OS overhead for each 0 subsequent HTTP messages
TCP connection between same client/server

a browsers often open sent over open connection
parallel TCP connections 0o client sends requests as soon
to fetch referenced as it encounters a referenced
objects object

0o as little as one RTT for all the
referenced objects




X
gﬁ" HTTP request message

o two types of HTTP messages: request, response
a HTTP request message:
= ASCII (human-readable format)

request line

(GET, POST,\‘ GET /somedir/page.html HTTP/1.1
HEAD commands) Host: www.someschool .edu
User-agent: Mozillaz4.0
header | connection: close

lines | Accept-language: fr

e

(extra carriage return, line feed)

Carriage return,——

line feed
indicates end
of message




X :
2@ HTTP request message: general format

GET /somedir/page.html HTTP/1.1
Host: www.someschool .edu
User-agent: MozillaZ4.0
Connection: close
Accept-language:fr

(extra carriage return, line feed)

F | request
line

header
lines

cr| If

cr| If

Entity Body




'O"‘ Uploading form input

Post method:

o Web page often includes form
iInput

o Input is uploaded to server in
entity body

URL method:
o Uses GET method

0o Inputis uploaded in URL field
of request line:

www . somesite.com/animalsearch?monkeysé&banana




'O"‘ Method types

HTTP/1.0 HTTP/1.1
o GET o GET, POST, HEAD
o POST o PUT
o HEAD = uploads file in entity
= asks server to leave body to path specified in
requested object out of URL field
response o DELETE

= deletes file specified in
the URL field




=ay,
9§ HTTP response message

status line
rotocol
St(ﬁtus Code\ HTTP/1.1 200 OK
status phrase) " Connection: close
Date: Thu, 06 Aug 1998 12:00:15 GMT
header Server: Apgche/l-S-O (Unix)
lines Last-Modified: Mon, 22 Jun 1998 .....
Content-Length: 6821
Content-Type: text/html
data data data data data ...
data, e.g., _—
requested

HTML file




ey
2@ HTTP response status codes

o In first line in server: client response message
o A few sample codes:

200 OK
» request succeeded, requested object later in this message
301 Moved Permanently

» requested object moved, new location specified later in this
message (Location:)

400 Bad Request

* request message not understood by server
404 Not Found

» requested document not found on this server
505 HTTP Version Not Supported




iﬁ"“ Trying out HTTP (client side) for yourself

1. Telnet to your favorite Web server:

telnet cis.poly.edu 80 Opens TCP connection to port 80

(default HTTP server port) at cis.poly.edu.
Anything typed in sent

to port 80 at cis.poly.edu

2. Type in a GET HTTP request:

GET /~ross/ HTTP/1.1 By typing this in (hit carriage

Host: cis.poly.edu return twice), you send
this minimal (but complete)

| GET request to HTTP server

3. Look at response message sent by HTTP server!




't"‘ Web caches (proxy server)

0 Goal: satisfy client request
without involving origin
server

O user sets browser: Web
accesses via cache

o browser sends all HTTP
requests to cache

» object in cache: cache
returns object

» else cache requests
object from origin
server, then returns
object to client

origin

client

origin
server

34



'O" More about Web caching

Q cache acts as both client Why Web caching?
and server o reduce response time for client
a typically cache is installed request
by ISP (university, a reduce traffic on an institution’s
company, residential ISP) access link.

0 Internet dense with caches:
enables “poor” content
providers to effectively deliver
content (but so does P2P file
sharing)




X/
w4 Example

Assumptions

Q
Q

Consequences

origin
servers

average object size = 100.000 bits

avg. request rate from institution’s
browsers to origin servers = 15/sec

delay from institutional router to any
origin server and back to router = 2
sec

1.5 Mbit/s

Q

access link

traffic intensity (utilization) on LAN
=15%

traffic intensity (utilization) on access link
=100%

total delay

= Internet delay + access delay + LAN
delay

= 2 sec + minutes + milliseconds



X/
2@ Example (cont)

possible solution

0 increase bandwidth of access link
to, say, 10 Mbps

consequence

a utilization on LAN = 15%

0 utilization on access link = 15%

a Total delay = Internet delay + access
delay + LAN delay

= 2 sec + msecs + msecs
o often a costly upgrade

origin
servers

10 Mbps
access link




X/
e Example (cont)

possible solution: install cache
O suppose hitrateis 0.4

consequence

0 40% requests will be satisfied
almost immediately

0 60% requests satisfied by origin
server

0 utilization of access link reduced
to 60%, resulting in negligible
delays (say 10 msec)

0 total average delay
= 60%*{ Internet delay
+ access delay
+ LAN delay}
+ 40% * milliseconds
= 0.6%(2.01) sec
+ 0.4*milliseconds

origin
servers

1.5 Mbps
access link

=~ 1.2 secs institutional
cache




gﬁ" Conditional GET

0 Goal: don’t send object if
cache has up-to-date cached
version cache server

O cache: specify date of cached
copy in HTTP request

—]

HTTP request msg
If-modified-since: <date> —

If-modified-since: object
<date> nc?_]’g_ .
— modifie
Q server: response containsno | HTLi;i?fgnse
object if cached copy is up-to- 304 Not Modified
date:
HTTP/1.0 304 Not
Modi Fied —1 HTTP request msg
If-modified-since: <date> —— _
object
modified

HTTP response
<« HTTP/1.0 200 OK

<data>
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o Principles of network applications
o Weband HTTP

o DNS

o P2P applications

Q Summary



iﬁ".‘ DNS: Domain Name System I

People: many identifiers: Domain Name System:
= Social Secuity Number, 0 distributed database
name, passport # implemented in hierarchy of

many naime servers

o application-layer protocol
host, routers, name servers to
communicate to resolve

" hame, e.g., names (address/name
ww.yahoo.com - used by translation)

humans
_ * note: core Internet
Q: map between IP addresses function, implemented as

and name ? application-layer protocol

= complexity at network’s
“edge”

Internet hosts, routers:

» |P address (32 bit) - used
for addressing datagrams

e ena w0 a



'y,
;ﬁ" DNS

Why not centralize DNS? DNS services
o single point of failure o hostname to IP address
a traffic volume translation
a distant centralized database 2@ host aliasing
QO maintenance = canonical name
= alias names
doesn’t scale! o mail server aliasing

= mnemonic host name desired

= MX record allows mnemonic
host name reused for mail
server

0 load distribution

= replicated Web servers: set
of IP addresses for one
canonical name




;2".‘ Distributed, Hierarchical Database I

Root DNS Servers

el e

com DNS servers org DNS servers edu}\ls s%rs
/ \ pbs.org poly.edu umass.edu

yahoo.com  amazon.com

DNS servers DNS servers DNS servers DNS serversDNS servers

Client wants IP for www.amazon.com; 15t approx:
a client queries a root server to find com DNS server
o client queries com DNS server to get amazon.com DNS server

o client queries amazon.com DNS server
(authorative DNS server — configured by original source)
to get IP address for www.amazon.com

| INZOST-Master Course Computer Networks, WS 20102018



»ey,
6§ DNS: Root name servers
/ 7N\

O contacted by local name server that can not resolve name

Q root name server:
= contacts authoritative name server if name mapping not known
= gets mapping
» returns mapping to local name server

a Verisign, Dulles, VA
¢ Cogent, Herndon, VA (also LA)

d U Maryland College Park, MD k RIPE London (also 16 other locations)
g US DoD Vienna, VA

h ARL Aberdeen, MD i Autonomica, Stockholm (plus
j Verisign, ( 21 locations) / 28 other locations)

m WIDE Tokyo (also Seoul,

e NASA Mt View, CA .
Paris, SF)

f Internet Software C. Palo Alto,
CA (and 36 other locations)

13 root name

servers worldwide
b USC-ISI Marina del Rey, CA
| ICANN Los Angeles, CA




5‘{"‘ TLD and Authoritative Servers
4N

a Top-level domain (TLD) servers:

» responsible for com, org, net, edu, etc, and all top-level
country domains uk, fr, ca, jp.

= organisations hosting TLD servers:
* Network Solutions maintains servers for com TLD
* Educause for edu TLD
o Authoritative DNS servers:

= organization’s DNS servers, providing authoritative
hostname to IP mappings for organization’s servers
(e.g., Web, mail).

» can be maintained by organization or service provider




Y
VA%
,'q‘ Local Name Server

o does not strictly belong to hierarchy
o each ISP (residential ISP, company, university) has one.
» also called “default name server”

0 when host makes DNS query, query is sent to its local DNS
server

= acts as proxy, forwards query into hierarchy




ey :
g.«'l DNS name resolution example

a Host at cis.poly.edu wants IP root DNS server
address for gaia.cs.umass.edu

TLD DNS server

4 =
ﬂ‘ 5 ﬂ

i : tl
iterated query: local DNS server
3 contacted server dns.poly.edu
replies with name of 1 g 7 6

server to contact

3 "l don't know thIS_ authoritative DNS server
name, but ask this dns.cs.umass.edu

server” requesting host
cis.poly.edu @

gaia.cs.umass.edu




ey :
gﬁ" DNS name resolution example

root DNS server

recursive query: 2 3
3 puts burden of name : 6

resolution on contacted TLD DNS

name server server
O heavy load? t B

local DNS server
dns.poly.edu 5[4
1T

@ authoritai've DNS server
dns.cs.umass.edu
requesting host
cis.poly.edu @

gaia.cs.umass.edu




iﬁ".‘ DNS: caching and updating records I

O once (any) name server learns mapping, it caches mapping
» cache entries timeout (disappear) after some time
= TLD servers typically cached in local name servers
* Thus root name servers not often visited
0 update/notify mechanisms

» RFC 2136
» http://www.ietf.org/html.charters/dnsind-charter.html

= notify® mechanism: primary sends a message
to known secondaries. for fast convergence of servers




'y,
V%
,"4‘ DNS records

DNS: distributed db storing resource records (RR)

RR format: (name, value, type, ttl)

o Type=A o Type=CNAME
= name is hostname = name is alias name for some
= value is IP address "canonical” (the real) name
= e.g.: www.ibm.com is really
0 Type=NS servereast.backup2.ibm.com
= pame is domain (e.g. (canonical name)
foo.com)
= value is hostname of a Type=MX
authoritative name server . ¢ js name of mailserver

for this domain associated with name




e

DNS protocol : query and reply messages, both with same

message format

message header

[ identification: 16 bit # for
query, reply to query uses
same #

O flags:
= query or reply
= recursion desired
= recursion available
= reply is authoritative

identification

flags

number of questions

number of answer RRs

number of authority RS

number of additional RRs

12 bytes




Name, type fields
for a query

RRs in response
to query

records for

identification

flags

number of guestions

number of answer RRs

authoritative servers

additional “helpful”
info that may be used

number of authority RREs

number of additional RRs




;ﬁ".‘ Inserting records into DNS

o example: new startup “Network Utopia”

0 register name networkuptopia.com at DNS registrar (e.g.,
Network Solutions)

= provide names, IP addresses of authoritative name server
(primary and secondary)

= registrar inserts two RRs into com TLD server:

(networkutopia.com, dnsl.networkutopia.com,
NS)

(dnsl.networkutopra.com, 212.212.212.1, A)

Q create authoritative server
Type A record for www.networkuptopia.com
Type MX record for networkutopia.com

IN2097 - Master Course Computer Networks, WS 2010/2011
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o 13 root servers (A to M)
o But number of physical servers in total is higher

O and increasing:
= 191 by Oct. 2009
= 229 by Oct. 2010

[ [ sateiite [ rypro |

, Multiple instances
9 Single instance

Source: http://root-servers.org




%@ DNSand IP Anycast

0 Multiple servers can be made reachable under the same |IP address
0 Via IP anycast
o E.g. F-root server (IPv4: 192.5.5.241; IPv6: 2001:500:2f::f)

192.5.5.241 192.5.5.241

o |IP anycast used for DNS since 2002 for root servers and many TLDs
> High robustness
> New servers can be easily added without updating the DNS clients.




;A".‘ DNS Caching I

o TTL not specified in the standard (RFC 1034-1035)
o Butin practice TTLs often up to 24 hours

0 Records for TLDs are provided by root servers and typically
stored even for 48 hours

o Caching typically improves lookup performance
o Caching relieves upper nodes in the hierarchy (root + TLDs)

o Massive caching makes it difficult to:
= Dynamically react to current load
= Migrate services

=>» TTLs of 60 s are typical today (e.g. amazon.com)

v ot ez w



%@ Example: DNS with Low TTLs

Q e.g. amazon.com

user@host:~$ dig amazon.com

; <<>> DiIG 9.6.1-P2 <<>> amazon.com

global options: +cmd

Got answer:

->>HEADER<<- opcode: QUERY, status: NOERROR, u1d: 42197

;> Flags: qr rd ra; QUERY: 1, ANSWER: 3, AUTHORITY: 7,
ADDITIONAL: 9

;> QUESTION SECTION:
samazon.com. IN A

;> ANSWER SECTION:

amazon.com. 60 IN A 72.21.210.250
amazon.com. 60 IN A 207.171.166.252
amazon.com. 60 IN A 72.21.207.65




%@ Dependency on DNS

o DoS-Attack targeting Microsoft in January 2001

» First: router problem = Microsoft’'s websites and services were down
on January 23rd 2001

» The damage was surprisingly large

micr .com M mM

DNS1 || DNS2

mic .de

ho €Co.jp

DNS3 || DNS4

/
= |
_




e

a Web servers are be running
o But DNS failure leads to service failure

> Need to deploy multiple DNS authorative servers
> In different networks



e

o Principles of network applications
o Weband HTTP

o DNS

o P2P applications

Q Summary



'O" Pure P2P architecture

Q no always-on server

o arbitrary end systems directly
communicate

Q peers are intermittently
connected and change IP
addresses

o Three topics:
» File distribution
= Searching for information
= Case Study: Skype




e

Question : How much time to distribute file from one server to N

peers?

u.: server upload
bandwidth

u;: peer i upload
bandwidth

d;: peer i download
bandwidth




-‘V. L - - - - -
,'4{.‘ File distribution time: server-client
/ 7N\

o server sequentially sends N
copies.
distribution time is at least:
NF/ug time

0 client i takes F/d;time to
download
minimum download time: F/d_._

Server

Time to distribute F
to N clients using = d. = max { NF/ug, F/d_) }
client/server approach /

increaées linearly in N
(for large N)




- .
g File distribution time: P2P

0 server must send one copy: F/ug
time

0 clientitakes F/d;time to
download

0 NF bits must be downloaded
(aggregate)

fastest possible upload rate:
u, + Su,

dp,p = max {Flug, F/d .., NF/(u, + 2Zu)}




e

Client upload rate = u, F/u=1 hour, u,=10u, d , 2u

Minimum Distribution Time

S

3.5

3 [

N
(®)
|

N
|

—
(@)
|

—
|

o
(@)
|

-= P2P
-o— Client-Server

o




;ﬁ" File distribution: BitTorrent

3 P2P file distribution

tracker: tracks peers torrent: group of

participating in torrent peers exchanging
chunks of a file

obtain list
of peers




X .
L4 BitTorrent (1)

o file divided into 256KB chunks.
Q peer joining torrent:

= has no chunks, but will accumulate
them over time

= registers with tracker to get list of
peers, connects to subset of peers
(“neighbors™)

o while downloading, peer uploads
chunks to other peers.

O peers may come and go

a once peer has entire file, it may
(selfishly) leave or (altruistically)
remain




;A".‘ BitTorrent (2)

Pulling Chunks

o at any given time, different
peers have different subsets
of file chunks

o periodically, a peer (Alice)
asks each neighbor for list of
chunks that they have.

o Alice sends requests for her
missing chunks

= rarest first

s

Sending Chunks: tit-for-tat

3 Alice sends chunks to four
neighbors currently sending
her chunks at the highest rate

= re-evaluate top 4 every 10
secs

3 every 30 secs: randomly
select another peer, starts
sending chunks

= newly chosen peer may
join top 4
= “optimistically unchoke”




n'ay : R
;ﬁ" BitTorrent: Tit-for-tat

(1) Alice “optimistically unchokes” Bob

(2) Alice becomes one of Bob’s top-four providers; Bob reciprocates
(3) Bob becomes one of Alice’s top-four providers

With higher upload rate,
can find better trading
partners & get file faster!




%@ Distributed Hash Table (DHT)

o DHT = distributed P2P database

o Database has (key, value) pairs;
= Key: social security number; value: human name
= key: content identifier; value: IP address

o Peers query DB with key
= DB returns values that match the key

o Peers can also insert (key, value) peers




'y, -
gﬁ" DHT Identifiers

o Assign integer identifier to each peer in range [0,2"-1].
= Each identifier can be represented by n bits.

0 Require each key to be an integer in same range.

0 To getinteger keys, hash original key.
» eg, key = h(“Led Zeppelin IV?)
* This is why they call it a distributed “hash” table




Y/ :
g How to assign keys to peers?

o Central issue:
» Assigning (key, value) pairs to peers.
0 Rule: assign key to the peer that has the closest ID.

o Convention in lecture: closest is the immediate successor of the
key.

o Example: n=4; peers: 1,3,4,5,8,10,12,14;
= key = 13, then successor peer =14
= key = 15, then successor peer = 1




10

8

o Each peer only aware of immediate successor and predecessor.
o “Overlay network”



e

O(N) messages
on avg to resolve
query, when there
are N peers

Who's resp
for key 1110 ?

Define closest
as closest 1010
successor




7 Circular DHT with Shortcuts

7\
1 Who's resp
for key 11107

10
8

o Each peer keeps track of IP addresses of predecessor,
successor, short cuts.

0 Shortcuts reduce required number of query messages
(e.g. from 6 to 2).

0 Possible to design shortcuts so O(log N) neighbors, O(log N)
messages in query
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U

1

-To handle peer churn, require
3 each peer to know the IP address
of its two successors.
4 - Each peer periodically pings its
two successors to see if they
are still alive.

10
8

Peer 5 abruptly leaves

Peer 4 detects: makes 8 its immediate successor; asks 8 who its
iImmediate successor is; makes 8’s immediate successor its second

SUCCEeSSOI.

What if peer 13 wants to join?



i{"‘ P2P Case study: Skype

0 inherently P2P: pairs of users

communicate. Skype clients (SC)
Q proprietary application-layer
protocol (inferred via reverse
engineering)
a hierarchical overlay with
Supernodes

0 Index maps usernames to IP
addresses; distributed over
Supernodes
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W Peersas relays

o Problem when both Alice and Bob
are behind “NATS”.

= NAT prevents an outside peer
from initiating a call to insider
peer

o Solution:
= Using Alice’s and Bob’s
Supernodes, Relay is chosen
= Each peer initiates session
with relay.

= Peers can now communicate
through NATSs via relay




e

o Principles of network applications

o Weband HTTP

o DNS

o P2P applications

a Summary
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network application level issues
o application architectures
= client-server
= P2P
= hybrid
o application service requirements:
= reliability, bandwidth, delay
0 Internet transport service model
» connection-oriented, reliable: TCP
* unreliable, datagrams: UDP
o specific protocols:
= HTTP
= DNS
= P2P: BitTorrent, Skype
o socket programming
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Most importantly: learned about protocols
o typical request/reply message exchange:
= client requests info or service
» server responds with data, status code
0 message formats:
* headers: fields giving info about data
» data: info being communicated
o Important themes:
control vs. data messages
* in-band, out-of-band
centralized vs. decentralized
stateless vs. stateful
reliable vs. unreliable message transfer
“complexity at network edge”

U

U 0 0 O
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24 Chapter 3: Transport Layer

Our goals:
o understand principles behind transport layer services:
= multiplexing/demultiplexing
* reliable data transfer
* flow control
= congestion control
0 learn about transport layer protocols in the Internet:
= UDP: connectionless transport
= TCP: connection-oriented transport
= TCP congestion control
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Transport-layer services
Multiplexing and demultiplexing
Connectionless transport: UDP
Connection-oriented transport: TCP

* segment structure

» reliable data transfer

= flow control

* connection management
TCP congestion control
SCTP
Reliable Multicast
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2@ Transport services and protocols

o provide logical communication
between app processes running
on different hosts

Q transport protocols run in end
systems

» send side: breaks app
messages into segments,
passes to network layer

= rcv side: reassembles

application
trans~ort
netwoR

4

|

segments into messages, k. T
passes to app layer
a more than one transport protocol .« f

available to apps
* |Internet: TCP and UDP




V4@ Internet t ] tocol
,,ﬁ' nternet transport-layer protocols

o reliable, in-order delivery

(TCP) conreatio
= congestion control dIW.k
= flow control physical W -
= connection setup phy? ; thyW.'fr g
o unreliable, unordered <
delivery: UDP @ | et
= no-frills extension of N RN
“best-effort” IP e R
Q services not available: ot Mhccrion

physical f™ network
data link network l-= =
= delay guarantees ]\;f/@ﬁ | e

* bandwidth guarantees

f physical | *---°
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Transport-layer services
Multiplexing and demultiplexing
Connectionless transport: UDP
Connection-oriented transport: TCP
* segment structure
» reliable data transfer
= flow control
= connection management
TCP congestion control
SCTP
Reliable Multicast
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2@ Multiplexing/demultiplexing

— Demultiplexing at rcv host; ——

delivering received segments
to correct socket

[ ] =socket O = process

_ Multiplexing at send host; ___

gathering data from multiple
sockets, enveloping data with
header (later used for
demultiplexing)

application application application
| S

transport '}amg-pﬁ' transport
network nefwork network
link link link
physical physicat physical
host 1 host 2 host 3
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2w How demultiplexing works

o host receives IP datagrams

» each datagram has source IP
address, destination IP
address

= each datagram carries 1
transport-layer segment

= each segment has source,
destination port number

o host uses IP addresses & port
numbers to direct segment to
appropriate socket

32 bits

v

source port # dest port #

other header fields

application
data
(message)

TCP/UDP segment format




;ﬁ‘ Connectionless demultiplexing I

o Create sockets with port numbers:
DatagramSocket mySocketl = new DatagramSocket(12534);
DatagramSocket mySocket2 = new DatagramSocket(12535);

o UDP socket identified by two-tuple:

(dest IP address, dest port number)
o When host receives UDP segment:
» checks destination port number in segment
= directs UDP segment to socket with that port number

o IP datagrams with different source IP addresses and/or source
port numbers directed to same socket
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gi{' Connectionless demux (cont)

DatagramSocket serverSocket = new DatagramSocket(6428);

= =

SP: 6428 SP: 6428
DP: 9157 DP: 5775

SP: 9157 SP: 5775

client |DP: 6428 server DP: 6428 Client

IP: A IP: C IP:B

Source Port (SP) provides “return address”




,'t{“ Connection-oriented demux
/ 7N\

o TCP socket identified by 4-tuple:
= source IP address
= source port number
= dest IP address
= dest port number

o recv host uses all four values to direct segment to appropriate
socket

o Server host may support many simultaneous TCP sockets:
» each socket identified by its own 4-tuple
a Web servers have different sockets for each connecting client

= non-persistent HTTP will have different socket for each
request
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gﬁ" Connection-oriented demux (cont)

Doo
SP: 5775
DP: 80
S-IP: B
D-1P:C
N
SP: 9157 SP: 9157
client DP: 80 server DP: 80 Client
IP: A S-IP: A P C S-IP: B IP:B
D-IP:C D-1P:C




iﬁ"“ Connection-oriented demux: Threaded Web Server

e
L i L, F
SP: 5775
DP: 80
S-IP: B
D-IP:C
N
SP: 9157 SP: 9157
client DP: 80 server DP: 80 Client
IP: A S-IP: A P C S-IP: B IP:B
D-IP:C D-IP:C
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Transport-layer services
Multiplexing and demultiplexing
Connectionless transport: UDP
Connection-oriented transport: TCP

* segment structure

» reliable data transfer

= flow control

* connection management
TCP congestion control
SCTP
Reliable Multicast
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24 UDP: User Datagram Protocol [rrc 768] I

a “no frills,” “bare bones” Internet
transport protocol

o “best effort” service, UDP
segments may be:

Why is there a UDP?
0 NO connection

" |03f establishment (which can
= delivered out of order to add delay)
app

a simple: no connection
state at sender, receiver

0 small segment header

o No congestion control:
UDP can blast away as fast
as desired

O connectionless:

* no handshaking between
UDP sender, receiver

= each UDP segment
handled independently of
others

e oot sz
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,"4‘ UDP: more

a

often used for streaming
multimedia apps

= |oss tolerant

= rate sensitive

32 bits

A
v

Length, in source port # dest port #
other UDP uses bytes of UDP T~ length checksum
= DNS segment,
including
= SNMP header
reliable transfer over
UDP: add reliability at Application
application layer data
(message)

= application-specific

error recovery!

UDP segment format



;ﬁ".‘ UDP checksum I

Goal: detect “errors” (e.qg., flipped bits) in transmitted segment

Sender:

o treat segment contents as sequence of 16-bit integers

o checksum: addition (1's complement sum) of segment contents
o sender puts checksum value into UDP checksum field

Recelver:

o compute checksum of received segment

o check if computed checksum equals checksum field value:
= NO - error detected

* YES - no error detected. But maybe errors nonetheless?
More later ....

Qe
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Transport-layer services
Multiplexing and demultiplexing
Connectionless transport: UDP
Principles of reliable data transfer: Pipelining
Connection-oriented transport: TCP

* segment structure

» reliable data transfer

= flow control

= connection management
Principles of congestion control
TCP congestion control
SCTP
Reliable Multicast

oL 0O 0O 0 O

L O O O
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2@ Pipelined protocols

Pipelining: sender allows multiple, “in-flight”, yet-to-be-
acknowledged pkts

* range of sequence numbers must be increased
= puffering at sender and/or receiver

data pclicke’r—r

<+— ACK packefts

(a) a stop-and-wait protocol in operation (b) a pipelined protocol in operation

aTwo generic forms of pipelined protocols: go-Back-N, selective repeat




2@ Pipelining: increased utilization

sender

first packet bit transmitted, t = 0
last bit transmitted, t =L / R

RTT

ACK arrives, send next|
packet, t=RTT+L/R |

U 3*L/R

.024

sender pTT.| /R 30

receiver

first packet bit arrives
last packet bit arrives, send ACK

><__ last bit of 2nd packet arrives, send ACK

last bit of 3" packet arrives, send ACK

Increase utilization
/ by a factor of 3!

P
«

0.0008
008
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gﬁ" Go-Back-N

Sender:
o k-bit seq # in pkt header
o “window” of up to N, consecutive unack’ed pkts allowed

send_base  nexfseqnum dlready Usable. hof
i i ack’ed yet sent
JIIEE L TTRELO0N0000 | septanproa ] ot
t__ window size —%
N

o ACK(n): ACKs all pkts up to, including seq # n - “cumulative
ACK”

= may receive duplicate ACKs (see receiver)
o timer for each in-flight pkt
o timeout(n): retransmit pkt n and all higher seq # pkts in window
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Transport-layer services
Multiplexing and demultiplexing
Connectionless transport: UDP
Principles of reliable data transfer
Connection-oriented transport: TCP

* segment structure

* reliable data transfer

* flow control

= connection management
Principles of congestion control
TCP congestion control
SCTP
Reliable Multicast
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,"I“ TCP: OVerview rrcs: 793, 1122, 1323, 2018, 2581
PN

Q point-to-point: o full duplex data:
= one Sender’ one receiver = Dpi-directional data flow In
. . _ same connection
o reliable, in-order byte steam: _
. L = MSS: maximum segment
* nNo “message boundaries size
Q pipelined: a connection-oriented:
= TCP CongeStiOn and flow m handshaking (exchange of
control set window size control msgs) init’s sender,
a send & receive buffers receiver state before data
exchange

o flow controlled:

= sender will not overwhelm
receiver

a Congestion controlled:
e m Wil not overwhelm network

d

socket
door

TCP TCP
send buffer receive buffer

() [segment] —» ()
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24 TCP segment structure

A

32 bits

URG: urgent data

(generally not used)\

ACK: ACK #

source port #

dest port #

v

sequence number

valid

cknowledgement number

PSH: push data now
(generally not used)—

/
Q)]
Q
o

not
sed

B

Receive window

KHQSF
sum
/

 cheeksun

Urg data pnter

RST, SYN, FIN:—
connection estab

\

Optjgns (variable length)

(setup, teardown
commands)

Internet /

checksum
(as in UDP)

7

application
data
(variable length)

counting
by bytes
of data

(not segments!)

# bytes
rcvr willing
to accept

2

4



i{"‘ TCP seq. #s and ACKs

Seq. #'s.
= pyte stream @
“number” of first @ Host A Host B
byte in segment’s User
Seq:42
data types ACK=79
‘C’ ' Yatg = ‘C
ACKsSs: host ACKs
= seq # of next byte - cr:e’ceu?]t of
expected from b’aii ‘g?s
other side
= cumulative ACK
_ host ACKs
Q: how receiver handles receipt
Seq:43
out-of-order segments of echoed ' ACK=g
GCI
doesn’t say, - up to
implementor time
simple telnet scenario
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Transport-layer services
Multiplexing and demultiplexing
Connectionless transport: UDP
Principles of reliable data transfer
Connection-oriented transport: TCP

* segment structure

* reliable data transfer

= flow control

= connection management
Principles of congestion control
TCP congestion control
SCTP
Reliable Multicast
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g TCP sender events:

data rcvd from app:

Q
Q

Create segment with seq #

seq # Is byte-stream number
of first data byte in segment

start timer if not already
running (think of timer as for
oldest unacked segment)

expiration interval:
TimeOutinterval

timeout:

Qo retransmit segment that
caused timeout

Q restart timer
Ack rcvd:

o If acknowledges previously
unacked segments

» update what is known to
be acked

= start timer If there are
outstanding segments
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;ﬁ" TCP reliable data transfer

o TCP creates rdt service on o Retransmissions are
top of IP’s unreliable service triggered by:

o Pipelined segments = timeout events

o Cumulative acks » duplicate acks

a TCP uses single a Initially consider simplified
retransmission timer TCP sender:

* ignore duplicate acks

= gnore flow control,
congestion control




iﬁ".‘ TCP Round Trip Time and Timeout

Q: how to set TCP timeout
value?

o longer than RTT
= put RTT varies
o too short: premature timeout

" unnecessary
retransmissions

o too long: slow reaction to
segment loss

Q: how to estimate RTT?

o SampleRTT: measured time
from segment transmission

until ACK receipt
" ighore
retransmissions

o SampleRTT will vary, want
estimated RTT “smoother”

= average several
recent
measurements, not

just current
SampleRTT

IN2097 - Master Course Computer Networks, WS 2010/2011

29
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EstimatedRTT = (1- a)*EstimatedRTT + a*SampleRTT

o Exponential weighted moving average
o influence of past sample decreases exponentially fast
0 typical value: oo =0.125



RTT (milliseconds)

350

300

250

200 -

150 -

100

RTT: gaia.cs.umass.edu to fantasia.eurecom.fr

15

22

29

36 43 50 57 64 71
time (seconnds)

—e— SampleRTT —®— Estimated RTT

78

85

92

99

106




iﬁ".‘ TCP Round Trip Time and Timeout

Setting the timeout

0 EstimtedRTT plus “safety margin”
» large variation in EstimatedRTT -> larger safety margin
o first estimate of how much SampleRTT deviates from EstimatedRTT:

DevRTT = (1-B)*DevRTT +
B*]|SampleRTT-EstimatedRTT]|

(typically, B = 0.25)

Then set timeout interval:

Timeoutlnterval = EstimatedRTT + 4*DevRTT




'l" TCP sender (simplified)

NextSeqNum = InitialSeqNum
SendBase = InitialSeqNum
loop (forever) {

switch(event)

event: data received from application above
create TCP segment with sequence number NextSegNum
if (timer currently not running)
start timer
pass segment to IP
NextSeqNum = NextSegqNum + length(data)

event: timer timeout
retransmit not-yet-acknowledged segment with
smallest sequence number
start timer

event: ACK received, with ACK field value of y
if (y > SendBase) {
SendBase =y
if (there are currently not-yet-acknowledged segments)
start timer }
} /* end of loop forever */

Comment:;

» SendBase-1: last
cumulatively
ack’ed byte
Example:

» SendBase-1 = 71;
y= 73, so the rcvr
wants 73+ ;

y > SendBase, so
that new data is
acked




6§ TCP: retransmission scenarios
/ 7N\

] !
(@]
(D)
= :
o N
= i
E i
l )
Seq:92, 8 by Sendbase %_
€S daty -~ 100 =
SendBase 9
=120 £
o
SendBase o
=100 SendBase _L
v v = 120 v premature timeout
time time

lost ACK scenario




e

45!
@)
Qo
E

SendBase
=120

v

time

Host A

Host B

Seg=g

v

Cumulative ACK scenario



e -
2@ TCP ACK generation [RFC 1122, RFC 2581]

Event at Receiver TCP Recelver action
Arrival of in-order segment with Delayed ACK. Wait up to 500ms
expected seq #. All data up to for next segment. If no next segment,

expected seq # already ACKed send ACK

Arrival of in-order segment with Immediately send single cumulative
expected seq #. One other ACK, ACKing both in-order segments
segment has ACK pending

Arrival of out-of-order segment Immediately send duplicate ACK,
higher-than-expect seq. # . indicating seq. # of next expected byte

Gap detected

Arrival of segment that Immediate send ACK, provided that
partially or completely fills gap segment starts at lower end of gap

o e conpreeots e oz %
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,"4‘ ast etransmit

o Time-out period often
relatively long:

* long delay before
resending lost packet

o Detect lost segments via
duplicate ACKs.

» Sender often sends many
segments back-to-back

* |f segment is lost, there
will likely be many
duplicate ACKs.

0 If sender receives 3 ACKSs for

the same data, it supposes
that segment after ACKed
data was lost:

= fast retransmit: resend
segment before timer
expires




timeout

Host A

time

2nd g
€9men;

Host B
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g‘{' Fast retransmit algorithm:

event: ACK received, with ACK field value of y
if (y > SendBase) {
SendBase =y
if (there are currently not-yet-acknowledged segments)
start timer
}
else {
increment count of dup ACKs received for y
if (count of dup ACKs received fory = 3) {
resend segment with sequence numbery

}

/ \
a duplicate ACK for fast retransmit
already ACKed segment
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Transport-layer services
Multiplexing and demultiplexing
Connectionless transport: UDP
Principles of reliable data transfer
Connection-oriented transport: TCP

* segment structure

» reliable data transfer

= flow control

= connection management
Principles of congestion control
TCP congestion control
SCTP
Reliable Multicast
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o receive side of TCP connection
has a receive buffer:

-|1— RevWindow —n|-

i

797 applicat
I pplication
i A

//? s % process
2570
'Il— RevBuffer —I}

data from
1P

O app process may be slow at reading
from buffer

o speed-matching service: matching
the send rate to the receiving app’s
drain rate

- flow control

sender won’t overflow
receiver’s buffer by
transmitting too much,

too fast
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-|n— Revwindow —-|-

70000

data from
1P

/fff” o ff”%
707
b RevBuffer ————#

(Suppose TCP receiver discards
out-of-order segments)

Q spare room in buffer

= RcvWindow

= RcvBuffer-[LastByteRcvd -
LastByteRead]

Z Z applicati
L pplication
7 // ,

pProcess

a

a

Rcvr advertises spare room by
Including value of RcvWindow in

segments

Sender limits unACKed data to
RcvWindow

» guarantees receive buffer
doesn’t overflow
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Transport-layer services
Multiplexing and demultiplexing
Connectionless transport: UDP
Principles of reliable data transfer
Connection-oriented transport: TCP

* segment structure

» reliable data transfer

= flow control

= connection management
Principles of congestion control
TCP congestion control
SCTP
Reliable Multicast
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Recall: TCP sender, receiver
establish “connection” before
exchanging data segments

a initialize TCP variables:
" seq. #S

= puffers, flow control info (e.g.
RcvWindow)

o client: connection initiator
Socket clientSocket = new

Socket('hostname", " port number'™);

O server: contacted by client

Socket connectionSocket =
welcomeSocket.accept();

oo s

Three way handshake:

Step 1: client host sends TCP SYN
segment to server

= specifies initial seq #
= no data

Step 2: server host receives SYN,
replies with SYNACK segment

= server allocates buffers

= specifies server initial seq. #

Step 3: client receives SYNACK,
replies with ACK segment, which may
contain data
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24 TCP Connection Management (cont.)

Closing a connection:

client closes socket:

clientSocket.close(); @ client server@

Step 1: client end system sends close
TCP FIN control segment to
server

pCt
Step 2: server receives FIN, / close
replies with ACK. Closes /
connection, sends FIN. -
k

FIN

timed wait

closed
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;ﬁ" TCP Connection Management (cont.)

Step 3: client receives FIN,
replies with ACK.

* Enters “timed wait” - will 1@ ciient server [llh
respond with ACK to closing
received FINs FIN

Step 4: server, receives ACK.
Connection closed.

/ closing
. "o . F\N
Note: with small modification,

k

can handle simultaneous ]
FINS.

closed

timed wait

closed
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L«" TCP Connection Management (cont)

CLOSED client application
initiates a TCP connection

wiait 30 seconds

send SYN
TIME_WAIT SYN_SENT
&
receive FIN receive SVMN & ACK
send ACK send ACK
¥
FIN_WAIT_2 ESTABLISHED TCP Se rver
client application | Ife CyCI e
o e initiates close connection
send nothing FIN_WAIT_1 send FIM CLOSED server application
receive ACK creates a listen socket
TCP client SRR
LAST_ACK LISTEN
F
receive S
send FIN send SYM & ACK
¥
CLOSE_WAIT SYN_RCVD
receive ACK
ive EIN send nothing
receive
send ACK ESTABLISHED
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Transport-layer services
Multiplexing and demultiplexing
Connectionless transport: UDP
Principles of reliable data transfer
Connection-oriented transport: TCP

* segment structure

» reliable data transfer

= flow control

= connection management
Principles of congestion control
TCP congestion control
SCTP
Reliable Multicast
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24 Principles of Congestion Control

Congestion:

a Informally: “too many sources sending too much data too
fast for network to handle”

o different from flow control!
O manifestations:

» |ost packets (buffer overflow at routers)
* long delays (queueing in router buffers)
a a top-10 problem!




't" Causes/costs of congestion: scenario 1

o two senders, two receivers
O one router, infinite buffers HOstA s orginal data Ao
O No retransmission

unlimited shared
output link buffers

Host B

C/2+ 0 large delays

when congested

O maximum
achievable
throughput

delay

7Lou’r




't" Causes/costs of congestion: scenario 2

O one router, finite buffers
o sender retransmission of lost packet

Host A 2

. . original data

A", . original data, plus A
retransmitted data

finite shared output link
buffers
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9@ Causes/costs of congestion: scenario 3
7>

C/2 ¥

3 s
(_< i

k!

N

Another “cost” of congestion:

awhen packet dropped, any “upstream transmission capacity used
for that packet was wasted!
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gi(“ Approaches towards congestion control

Two broad approaches towards congestion control:

End-end congestion control:  Network-assisted congestion
a no explicit feedback from control:

network Qo routers provide feedback to
o congestion inferred from end systems

end-system observed » single bit indicating

loss, delay congestion (SNA, DEChit,
a approach taken by TCP TCP/IP ECN, ATM)

= explicit rate sender should
send at
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Transport-layer services
Multiplexing and demultiplexing
Connectionless transport: UDP
Principles of reliable data transfer
Connection-oriented transport: TCP

* segment structure

» reliable data transfer

= flow control

= connection management
Principles of congestion control
TCP congestion control
SCTP
Reliable Multicast



vz 1CP congestion control: additive increase,
/X multiplicative decrease

0 Approach: increase transmission rate (window size), probing
for usable bandwidth, until loss occurs

= additive increase: increase CongWin by 1 MSS every
RTT until loss detected

= multiplicative decrease: cut CongWin in half after loss

‘4 Kbytes —

Saw tooth
behavior: probing
for bandwidth

6 Kbytes —

8 Kbytes —

congestion window size

» time




;A".‘ TCP Congestion Control: details I

o sender limits transmission: How does sender perceive

the amount of unacked data at congestion?

sender is limited by CongWin: 0 loss event = timeout

LastByteSent-LastByteAcked or 3 duplicate acks

< CongWin o TCP sender reduces rate
o Roughly: (CongWin) after loss
. event
_ CongWin _
rate = 7T  bytes/sec | three mechanisms:
= AIMD

o CongWin is dynamic, function of = slow start

perceived network congestion = conservative after
o Self-clocking: sender may send timeout events

additional segments when acks

arrive

| INZOST-Master Course Computer Networks, WS 20102018 s
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gﬁ" TCP Slow Start

a When connection begins, CongWin =1 MSS

= Example:
MSS = 1000 bytes, RTT = 100 msec

» |nitial rate = CongWIn/RTT = 80 kbit/s
o available bandwidth may be >> MSS/RTT
= desirable to quickly ramp up to respectable rate

o When connection begins, increase rate
exponentially fast until first loss event
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wqg TCP Slow Start (more)

o When connection begins,
increase rate exponentially until 1@ Host A Host & [JHID
first loss event:

= double CongWin every RTT L —eseqmen
o
!

= done by incrementing
CongWin for every ACK W

received
o Summary: initial rate is slow but

ramps up exponentially fast
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;ﬁ" Refinement: inferring loss

o After 3 dup ACKs:
= CongWin is cut in half — Philosophy:
= window then grows linearly

a 3 dup ACKSs indicates
network capable of

0 But after timeout event: delivering some segments
= CongWininstead setto 1 O timeout indicates a
MSS; “more alarming”
= window then grows congestion scenario

exponentially

* to a threshold, then grows
linearly
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,'q' Refinement

o Q: When should the
exponential increase
switch to linear?

o A: When CongWin

getsto 1/2 of its
value before timeout.

Implementation:
o Variable Threshold

o Atloss event,
Threshold is set to

Transmission round

1/2 of CongWin just

TCP Series 2 Reno

Threshold

Threshold

TCP Series 1 Tahoe

before loss event

TCP Reno: Fast
Recovery after 3 dup
Acks

| | | | | | | | | | | [ | | |
78 9 10 11 12 13 14 15§
Transrrission round



n'ay, _ :
2@ Summary: TCP Congestion Control

a When CongWin is below Threshold, sender in slow-start
phase, window grows exponentially.

o When CongWin is above Threshold, sender is in
congestion-avoidance phase, window grows linearly.

o When a triple duplicate ACK occurs,
Threshold set to CongWin/2

and CongWin set to Threshold (Fast Recovery, TCP Reno)

o When timeout occurs, Threshold set to CongWin/2 and
CongWin is setto 1 MSS.




X :
w4 TCP sender congestion control

State Event TCP Sender Action Comment
Slow Start ACK receipt | CongWin = CongWin + MSS, Resulting in a doubling of
(SS) for previously | If (CongWin > Threshold) CongWin every RTT
unacked data | set state to “Congestion
Avoidance”
Congestion ACK receipt | CongWin = CongWin+MSS * Additive increase, resulting
Avoidance for previously | (MSS/CongWin) in increase of CongWin by
(CA) unacked data 1 MSS every RTT
SSor CA Loss event Threshold = CongWin/2, Fast recovery,
detected by | CongWin = Threshold, implementing multiplicative
triple set state to “Congestion decrease. CongWin will not
duplicate Avoidance” drop below 1 MSS.
ACK
SSorCA Timeout Threshold = CongWin/2, Enter slow start
CongWin = 1 MSS,
set state to “Slow Start”
SSor CA Duplicate Increment duplicate ACK count | CongWin and Threshold
ACK for segment being acked not changed
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X 4
2 TCPsummary

o Connection-oriented: SYN, SYNACK; FIN
o Retransmit lost packets; in-order data: sequence no., ACK no.

o ACKSs: either piggybacked, or no-data pure ACK packets
If no data travelling in other direction

o Don’t overload receiver: RcvWin
= RcvWin advertised by receiver
o Don’t overload network: CongWin
= CongWin affected by receiving ACKs
a Sender buffer = min {RcvWin, CongWin }
o Congestion control:
» Slow start: exponential growth of CongWin
= Congestion avoidance: linear growth of CongWin
= Timeout; duplicate ACK: shrink CongWin
o Continuously adjust RTT estimation
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iﬁ"“ TCP throughput

o What's the average throughout
of TCP as a function of window
size and RTT?

Ignore slow start

Let W be the window size
when loss occurs.

When window is W,
throughput is W/RTT

Just after loss, window
drops to W/2, throughput to
W/2RTT.

Average throughout:
0.75 W/RTT

CongWin
A

w1




X .
VA%
,'q‘ TCP Fairness

Fairness goal: if K TCP sessions share same bottleneck link of
bandwidth R, each should have average rate of R/K

TCP connection 1

2

bottleneck
router

connection 2 .
capacity R




@ Why is TCP fair?

Two competing sessions:
o Additive increase gives slope of 1, as throughout increases
o multiplicative decrease decreases throughput proportionally

equal bandwidth share

loss: decrease window by factor of 2
congestion avoidance: additive increase

loss: decrease window by factor of 2
congestion avoidance: additive increase

Connection 2 throughput 0

Connection 1 throughput R




X .
g Fairness (more)

Fairness and UDP Fairness and parallel TCP
o Multimedia apps often do not connections
use TCP a nothing prevents app from
= do not want rate throttled opening parallel connections
by congestion control between 2 hosts.

o Instead use UDP:

= pump audio/video at
constant rate, tolerate
packet loss

o Research area: TCP friendly " new app asks for 1 TCP,
gets rate R/10

= new app asks for 11 TCPs,
gets R/2!

o Web browsers do this

a Example: link of rate R
supporting 9 connections;
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2@ Chapter 3outline

L 0O 0O 0 O

L O O O

Transport-layer services
Multiplexing and demultiplexing
Connectionless transport: UDP
Principles of reliable data transfer
Connection-oriented transport: TCP

* segment structure

» reliable data transfer

= flow control

= connection management
Principles of congestion control
TCP congestion control
SCTP
Reliable Multicast



X/
/V
24 Internet Protocol Stack

o The Internet Protocol Stack

Session, Presentation, Application Application
Layer
Transport Layer UDP TCP SCTP
Network Layer IP
hvsical Nk Network Interface
Physical + Data Link Layer (Ethernet, PPP, ...)

o Why another transport layer protocol?




'O" Contents

o Limitations of UDP and TCP

o The Stream Control Transmission Protocol (SCTP)
= Association setup / stream setup
= Message types

Partial Reliability

= Multi-Homing support

= Congestion control




'O" User Datagram Protocol

o Message oriented
» Sending application writes a N byte message
» Receiving application reads a N byte message
o Unreliable
= Lost packets will not be retransmitted
0 Unordered delivery
= Packets may be re-ordered in the network

Hello World

Hello World

Application
UDP
IP
Network Interface

World
Hello

Application

UDP

IP

Network Interface

=




'y .
,'{.‘ Transmission Control Protocol
2\

o Connection/Stream oriented. Not message oriented

World

Hello Hello World

? Application-level Message boundaries not preserved ?

0 Reliable transmission
» |Lost packets are retransmitted
= Retransmission will be repeated until acknowledgment is received

o In-order delivery
= Segmentsn+1,n+2, n+ 3, will be delivered after segment n

o Congestion control
= TCP tries to share bandwidth equally between all end-points




nay
7Y
X Problems

o Certain applications pose problems to UDP and TCP
o TCP: Head-of-line blocking with video streaming
= Frames 2,3,4 arrived but cannot be shown because frame 1 is
missing
= Video will stop until frame 1 is delivered
o UDP:
» Unordered delivery: Second image is delivered after first image
» Packet loss: Certain frames get lost = low video/audio quality
= No congestion control
0 Example: Internet-Telephony
= Two types of traffic:
 Signalling traffic: should be delivered reliable + in-order (TCP)
 Voice traffic: should not suffer from head-of-line blocking (UDP)
= Need to manage two sockets
o SCTP can deal with these problems
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X
L«" SCTP Features at a glance

o Connection and message oriented
= SCTP builds an “association” between two peers
= Association can contain multiple “streams”
= Messages are sent over one of the streams

- Stream 0 = !

................................. o

- TTTTTT TS TT ot eT T T T TS T T T n

L - Stream 1 - )

L i ar bbb kAl b Ar brdvdr iy Ay Ararivar ~ Peer

| = Stream 2 - il
i """""""""""""""""" " -

e = 0a - -t P
LT Sl ] _

SCTP Association

o Partial reliability
= “Lifetime” defined for each message
» Retransmission of a message is performed during its lifetime
= Messages can be delivered unreliable, full reliable or partial reliable

QO Multi-Homing
= SCTP can use multiple IP addresses




iﬁ"“ SCTP Message Format

o Common header format
= 12 byte header
* included in every SCTP message

Ports address the application

B Source Port - Destination Port 11
—— Packet
p Verification tag header
/ Checksum s B
/ Data (,Chunks") ...

/

Checksum on the complete
SCTP message: Common
header and “chunks”

Random number which
Identifies a given association:
Used to distinguish new from old connections




'4'. SCTP Chunk Format

o Data and signaling information is transported in chunks
* One or more chunks in a SCTP message
= Each chunk type has a special meaning:

 INIT, INIT-ACK, COOKIE, COOKIE-ACK
= Connection setup

« DATA = Transports user data
« SACK = Acknowledge Data

o Common chunk format

| 0 | 16 31

Chunk Type [ Chunk Flags Chunk Length ] Chunk header

Chunk Data ...

o Additional formats are defined for specific chunk types
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a TCP connection setup

Client Server

SYN

Create State for
SYN/ TCP connection: Store

/ client information

ACK

o Known Problem: TCP SYN-Flooding



%@ SYN Flodding

SYN

Client 1
. SYN/ACK
SYN S_tate:
Client 2 % Client 1
[ SYN/ACK - Client 2
_ Client 3
SYN
Client 3

SYN/ACK

o Clients send SYN-Packets but do not respond to SYN-ACK
» Usually done by a single client that performs IP address spoofing
= Works because only a single forged packet is necessary
= Server has to store state until a TCP timeout occurs
» | eads to resource exhaustion
= Server cannot accept any more connections




ey ..
H‘ SCTP Associlation Setup

o Solution to SYN-Flood problem: Cookies
Client Server

INIT-ACK

Cookie-Echo

Cookie-ACK

I Sttt

Association is established

No SYN-floods with spoofed
addresses possible

Generate client specific cookie
Send cookie = forget client

Check if cookie is valid =
Create state only on valid
cookie



ey ..
/V
,A' Data Transmission

o Application data is transmitted in Data Chunks
» A data chunk is associated to a stream (Stream Identifier S)

L 1 2 3
012 34567 8 3%012 34567 83%0123456783%01
™

| Type = 0 | Reserved|U|B|E| Length

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-l
| TSN |
T T S Uy S e
| Stream Identifier S | Stream Seguence Number n |
e e
| Payload Protocol Identifier |
e e
! !

!

!

+

f User Data (seg n of Stream 5)
!
o o -

o TSN (Transport Sequence Number)

» Global Sequence Number

= Similar to TCP sequence number, used for retransmissions
o Stream sequence number

= Necessary for per-stream transmission reliability




L«" Transmission reliability (1)

o TCP
» Packets are transmitted fully reliable = retransmitted until received
» Packets are delivered in-order to the application
= Slow start and congestion avoidance for congestion control
o UDP
» Packets are transmitted fully unreliable = never retransmitted
= No re-ordering = packet order may be changed at the receiver
= No congestion control

a SCTP can do both and more, in a stream-specific way

;- Stream 0 -
T T T T F-':
. - Stream 1 -

L i ar bbb kAl b Ar brdvdr iy Ay Ararivar ~ Peer
[ Stream 2 - 1
oot T s T T T T mm e n
P Stream N - il

SCTP Association




;A".‘ Transmission reliability (2)

a Why multiple streams?
= Solves head of line blocking
= No firewall issues (only one port for several streams)
» Partial Reliability Extension (PR-SCTP) for different reliability

levels

a PR-SCTP

Allows to set a lifetime parameter for each stream

Lifetime specifies how long the sender should try to
retransmit a packet

Allows to mix reliable and unreliable streams

________________________________ - Fully reliable streams
.- Stream 0 h) (TCP like)
:"__-_-_-_-_-_-_-'__-_-'__-_-_-_-_-_-_-'__-_-'__-_-_-_-_-_-_-'__-F‘
- Stream 1 -
Peer| ——————— - -~ Peer _ _
| - Stream 2 - 3 Partial reliable stream
D e— StreamN — _ , ,
————————————————————————————————— s unreliable stream (UDP like)

SCTP Association

8

2



2@ Multi-Homing: Association setup

o SCTP chooses one IP address at association setup
» |P address can be specified by user

UMTS-Provider

Server
IP addr _

SCTP Association

DSL DSL IP addr is used to setup the connection
IP addr

UMTS IP addr is announce as backup IP at association setup




'y : :
e Multi-Homing

0 Heartbeat messages are periodically sent to check link
availability

UMTS-Provider

Heartbeat

Server IP -

_
SCTP Association

DSL-IP




'y : :
e Multi-Homing

o Changes occur when the default link is found to be broken
» |s identified because of packet loss (data or heartbeat)
= Consequence: SCTP will resume on the backup link

No new association setup necessary

Server IP -

_
SCTP Association

DSL-IP




iﬁ"“ SCTP Example Scenario

Real-time transmission of video streams and control data
INn vehicular scenario

i )))) <« Streaming tiber SCTP —* («(

\ - W]
..-""\-
-
\J
v,

Server: vehicle with

Client: Unix/Windows
embedded PC (Linux)







;ﬁ".‘ Leightweight - RTP

L-RTP implementation:

- Timestamping for synchronisation

- Packet loss detection

- Buffering

receiver
process

variable rate

v

buffer

A

—>
data in buffer

constant rate

v

video frames

playout




;ﬁ".‘ SCTP Deployment

o SCTP has attractive features
= put to which extent is it used?

o Why do we use HTTP over TCP for Video Streaming?

o Why is IP Multicast not generally deployed?
= Because HTTP over TCP streaming just works ,good enough®

o Firewall and NAT issues
= Most home routers simply can‘t translate SCTP

o Implementations
= Currently no native Windows support (only userspace lib)

o BUT: mandatory for some newly developed protocols such as
IPFIX (IP Flow Information Export)
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2@ Chapter 3outline

L 0O 0O 0 O

L o o o

Transport-layer services
Multiplexing and demultiplexing
Connectionless transport: UDP
Principles of reliable data transfer
Connection-oriented transport: TCP

* segment structure

» reliable data transfer

= flow control

= connection management
Principles of congestion control
TCP congestion control
SCTP
Reliable Multicast



2@ Many Uses of Multicasting

o Teleconferencing

0 Distributed Games

o Software/File Distribution
o Video Distribution

0 Replicated Database Updates

= multicast transport is done differently for each application




'O" Multicast Application Modes

o Point-to-Multipoint:
Single Source, Multiple Receivers

o Multipoint-to-Multipoint:
Multiple Sources, Multiple Receivers

O Sources are receivers

O Sources are not receivers




if Classification of Multicast Applications

Transport Fully reliable Real-time
service type multicast multicast
Singlesource: Multicast- Audio-visual
1:N - FTP; conference;
Software Continuous
update Media
| Dissemination

Multiple CSCW, DIS;
Sources .

Distributed VR
M:N .

computing

o« CSCW: Computer Supported Cooperative Wor
 DIS: Distributed Interactive Simulation
* VR: Virtual Reality




Y _
v6g Where Does Multicast Loss Occur
N

o Example measurements
(April 96, Yajnik, Kurose, Towsely, Univ. Mass., Amherst)

Source:
radio free vat, Berkeley




ey .
og Simultaneous Packet Loss
/ 7N\

o Q: distribution of number of receivers losing packet?

o Example dataset:
47% packets lost somewhere
5% shared loss

o Similar results across different datasets

o Models of packet loss (for protocol design, simulation, analysis):
= star: end-end loss independent
= full topology: measured per link loss independent

= modified star: source-to-backbone plus star
= good fit for example data set




X/

2@¥ Temporal Loss Correlation

Q: do losses occur singly or in “bursts”?
0 occasional long periods of 100% loss
0 generally isolated losses
O occasional longer bursts

Prob. for burst
of length b

0.1 —

Schematic temporal loss correlation:

Length of burst loss: b



't"‘ Reliable Multicast Challenge

o How to transfer data reliably from source to R receivers

o scalability: 10s - 100s - 1000s - 10000s - 100000s of receivers

o heterogeneity

= different capabilities of receivers (processing power, buffer,
protocol capabilities)

= different network conditions for receivers (bottleneck
bandwidths, loss rates, delay)

o feedback implosion problem




ey _ : : :
2@ ARQ: Alternatives for Basic Mechanisms

o Who retransmits
= source
= network
= other group member.
o Who detects loss
» sender based: waiting for all ACKs

= receiver based: NACK, more receivers - faster loss
detection.

o How to retransmit
= Unicast
= Multicast
» Subgroup-multicast




X/
w4 Approaches

o shift responsibilities to receivers (in contrast to TCP: sender is
responsible for large share of functionality)

o feedback suppression (some feedback is usually required)

o multiple multicast groups (e.g. for heterogeneity problems; can
be used statically or dynamically)

0o local recovery (can be used to reduce resource cost and
latency)

o server-based recovery

o forward error correction (FEC)
= FEC for unicast: frequently no particular gain
= FEC for multicast: gain may be tremendous!
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5‘{"‘ Classification of Multicast Error Control
4N

Multicast Error Recovery

T

Centralized Error Recovery Distributed Error Recovery
(CER): (DER): retransmission
Source retransmits by server or receiver

N\

grouped (local):

| _ ungrouped
Multicast group Is (global):
partitioned into subgroups All group
members

participate in error
recovery

100



%@ Reliable Multicast: Building Blocks I

o Elements from Unicast:
= | 0oss detection

e Sender-based (ACK): 1 ACK per receiver and per packet;
Sender needs a table of per-receiver ACK

* Receiver-based (NAK): distributed over receivers;
potentially only 1 NAK per lost packet

= [oss recovery: ARQ vs. FEC

o Additional new Elements for Multicast:
= Mechanisms for control message Implosion Avoidance
= Mechanisms to deal with heterogeneous receivers

101



'O". Feedback Processing

o Assume: R Receivers, independent packet loss probability p
o Calculate feedback per packet:

= average number of ACKs: R - pR

» average number of NAKs: pR

= more ACKs than NAKs

o Processing: higher throughput for receiver-based loss detection

o Reliability needs ACKs
(No NAK does not mean successful reception)

= use NAK for loss signalling
= use ACKs at low freqguency to ensure reliability

102
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2@ Multicast Challenge: Feedback Implosion Problem

receivers




X .
24 NAK Implosion

o Shared loss: All receivers loose same packet: All send NAK
= NAK implosion

o Implosion avoidance techniques
» Cluster/Hierarchy
= Token
= Timers
For redundant feedback additionally:

» Feedback suppression (e.g. multicast NAKs, receiver back
off randomly)

Drawback of implosion avoidance techniques : delay
o Fast NAKSs (risk of NAK implosion):
» Fast retransmission

= Smaller sender/receiver buffer

104



't"‘ Sender Oriented Reliable Multicast

o Sender:
multicasts all (re)transmissions

= selective repeat
= yse of timeouts for loss detection
= ACK table

o receiver: ACKs received packets

o Note: group membership important

o Example (historic):
Xpress Transport Protocol (XTP)
- extension of unicast protocol

receivers

105




'O"‘ Receiver Oriented Reliable Multicast

o Sender: multicasts (re)transmissions
» selective repeat
* responds to NAKs

o Receiver: upon detecting packet loss sender
» sends pt-pt NAK
= timers to detect lost retransmission
.. tZ
0 Note: easy to allow joins/leaves :;
¢ é ¢

receivers

106




't"‘ Feedback Suppression

o randomly delay NAKs
0 multicast to all receivers
+ reduce bandwidth

- additional complexity at receivers
(timers, etc) 4,

- increase latencies (timers)

sender

a similar to CSMA/CD (= later)

00 ¢¢ ¢¢

107




'O"‘ Server-based Reliable Multicast

o first transmisions: multicast to all
receivers and servers

o each receiver assigned to server
o servers perform loss recovery

O servers can be subset of receivers or
provided by network

0o can have more than 2 levels

sender

server server

Assessment: receivers
0o clear performance benefits
o how to configure

= static/dynamic

" many-many

108




X/
X | Local Recovery

0 lost packets recovered from nearby receivers

0 deterministic methods
* Impose tree structure on receivers with sender as root
" receiver goes to upstream node on tree

o self-organizing methods
* receivers elect nearby receiver to act as retransmitter

o hybrid methods




e

o how to configure tree

o what constitutes a local group

a how to permit joins/leaves

o how to adapt to time-varying network conditions



%@ Forward Error Correction (FEC)

0O k original data packets form a Transmission Group (TG)
a h parity packets derived from the k data packets
a any k received out of k+h are sufficient

O Assessment
+ allows to recover lost packets
- overhead at end-hosts
- Increased network load may increase loss probability

Network loss in FEC Block

53 2 L A 57 b1
l - l -
> - -
FEC | Fec e
Encoder Decoder
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ﬁ«" Potential Benefits of FEC

Data Retransmission

D1
Initial Transmission D3 D2

o1
LS D3
/ D2 37
D3-D2-D4—
D3 Do Parity Retransmission
D1

P=D1&®D2& D3/P>

P 3
One parity packet can recover .\p

different data packets at different receivers




A Influence of topology: Selected Scenarios for
7l Modeling Heterogeneity

o Loss: on shared links / on individual links
o Loss: homogeneous/heterogeneous probability
o RTT: homogeneous/heterogeneous.

N3

N1
-/fo < » d <
4
4
N2
N4
.7/\/ .

h

.




;i{.‘ Scenario-specific Selection of Mechanisms

o FEC is of particular benefit in the following scenarios:
= [Large groups
* No feedback
= Heterogeneous RTTs
* Limited buffer.

o ARQ is of particular benefit in the following scenarios:
* Herterogeneous loss
* Loss in shared links of multicast tree dominates

= Small groups (Statistic by AT&T: on average < 7 participants
In conference)

= Non-interactive applications.
o ARQ by local recovery:

» large groups (good for individual losses, heterogeneous
RTT).
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2@ Chapter 3: Summary

a principles behind transport layer services:
= multiplexing, demultiplexing
» reliable data transfer
= flow control
= congestion control
Q Instantiation and implementation in the Internet
= UDP
= TCP
= SCTP
» Reliable multicast protocols
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iﬁ".‘ Chapter 4: Network Layer

Chapter goals:
o understand principles behind network layer services:
= network layer service models
» forwarding versus routing
* how a router works
» routing (path selection)
» dealing with scale
= advanced topics: IPv6, mobility
0 instantiation, implementation in the Internet




iﬁ".‘ Chapter 4: Network Layer

Part 1 Part 3
o Introduction o Routing algorithms
a |IP: Internet Protocol * Link state
= Datagram format = Distance Vector
* |Pv4 addressing * Hierarchical routing
= |CMP o Routing in the Internet
Part 2 = RIP
o IPv6 = OSPF
o Virtual circuit and datagram = BGP
networks o Broadcast and multicast
o What's inside a router routing

o NAT




X/
g Network layer I

o transport segment from
sending to receiving host

Q on sending side encapsulates

segments into datagrams % mml
I i 1 n hysical hysical
Q on reving side, delivers data link | L_Physical J|_phy

physical network network

segments to transport layer datalink | | data link

physical physical

o network layer protocols in — —
every host, router A PR g
0 router examines header fields v
in all IP datagrams passing —
. data link o —
through it SN Physical

data link
| physical

physical

A I

| INZOST-Master Course Computer Networks WS2010A1 e



'y :
2qg Two Key Network-Layer Functions

O routing: determine route analogy:
taken by packets from source
to dest.

0 routing: process of planning
trip from source to dest

= routing algorithms
o forwarding: move packets

from router’s input to
appropriate router output

o forwarding: process of
getting through single
interchange




n'ay : :
24 Interplay between routing and forwarding

routing algorithm

> 4

local forwarding table

header value |output link
0100 | 3
0101 | 2
0111 | 2
1001 | 1
——
value in arriving ==

packet’s header




ey
w4 Datagram networks

0 no call setup at network layer

a routers: no state about end-to-end connections

= no network-level concept of “connection”

0 packets forwarded using destination host address
= packets between same source-dest pair may take

different paths

application |

transport

data link 1. Send data

physical! B B

2. Receive data

|

application |

transport
data link |

physical l




'O" Forwarding table

4 billion possible entries

Destination Address Range Link Interface

11001000 00010111 00010000 00000000
through 0
11001000 00010111 00010111 11111111

11001000 00010111 00011000 00000000
through 1
11001000 00010111 00011000 11111111

11001000 00010111 00011001 00000000
through 2
11001000 00010111 00011111 111111112

otherwise 3




Prefix Match Link Interface

11001000 00010111 00010 0
11001000 00010111 00011000 1
11001000 00010111 00011 2
otherwise 3
Examples

DA: 11001000 00010111 000104107 10100001 Which interface?

DA: 11001000 00010111 00011000 10101010 Which interface?



iﬁ".‘ Chapter 4: Network Layer

Part 1 Part 3
o Introduction o Routing algorithms
o IP: Internet Protocol * Link state
= Datagram format = Distance Vector
* |Pv4 addressing * Hierarchical routing
= |CMP o Routing in the Internet
Part 2 = RIP
o IPv6 = OSPF
o Virtual circuit and datagram = BGP
networks o Broadcast and multicast
o What's inside a router routing

o NAT




X/
;ﬁ" The Internet Network layer

Host, router network layer functions:

|

Network
layer

|

Transport layer: TCP, UDP

IP protocol

 addressing conventions

» datagram format

« packet handling conventions

Routing protocols
* path selection
* RIP, OSPF, BGP

\—> forwarding

ICMP protocol

table .
- e error reporting
* router “signaling”
Link layer

physical layer




iﬁ".‘ IP datagram format

<

|P protocol version 32 bits

number )

v

header length head | type of
(bytes) service length
“type” of data — fragment

16-bit identifier —flgs;

max number\\time to | upper header
remaining hops live //Iayer checksum

(decremented at / _
each router) 32 bit source IP address

upper layer protocol/

32 bit destination IP address

to deliver payload to Options (if any)
how much overhead data
with TCP? (variable length,
020 bytes of TCP typically a TCP
020 bytes of IP or UDP segment)
0= 40 bytes + app
layer overhead

total datagram
length (bytes)

for
fragmentation/
reassembly

E.g. timestamp,
record route
taken, specify
list of routers

to visit.
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iﬁ".‘ IP Fragmentation & Reassembly

o network links have MTU
(max.transfer size) - largest
possible link-level frame.

» different link types,
different MTUs

0 large IP datagram divided
(“fragmented”) within net

» one datagram becomes
several datagrams

= “reassembled” only at
final destination

= |P header bits used to
identify, order related
fragments

fragmentation:
In: one large datagram
out: 3 smaller datagrams

reassembly

1

3



ey, :
24 P Fragmentation and Reassembly

length (1D | fragflag | offset I
Example =4000 [=x =0 =0

0 4000 byte datagram
a MTU = 1500 bytes

One large datagram becomes
several smaller datagrams

fragflag
=1 =

1480 bytes In ....................................
data field =

fragflag | offset

offset =
1480/8

fragflag | offset
=0 =370

B N




iﬁ".‘ Chapter 4: Network Layer

Part 1 Part 3
o Introduction o Routing algorithms
o IP: Internet Protocol * Link state
= Datagram format = Distance Vector
* |Pv4 addressing * Hierarchical routing
= |CMP o Routing in the Internet
Part 2 = RIP
o IPv6 = OSPF
o Virtual circuit and datagram = BGP
networks o Broadcast and multicast
o What's inside a router routing

o NAT




;A".‘ IP Addressing: introduction

o [P address: 32-bit identifier

for host, router interface

o Interface: connection
between host/router and
physical link

» router’s typically have
multiple interfaces

* host typically has one
interface

= |P addresses
associated with each
interface

223.1.1.1
223.1.27@

3.1.1.2

ﬁ3.1.%‘223.1.2.9 ‘

923113 223.1.3.27 223-1-2.-_2@

223.1.3.1 ! !223.1.3.2

223.1.1.1 = 11011111 I00000001I I00000001I I00000001
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223 1 1 1
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,'q' Subnets

o IP address:
= subnet part (high order
bits)
» host part (low order bits)
o What's a subnet ?

= device interfaces with
same subnet part of IP
address

= can physically reach
each other without
intervening router

network consisting of 3 subnets



e

Recipe 223.1.1.0/24 223.1.2.0/24

o To determine the subnets, 1l
detach each interface from
its host or router, creating
iIslands of isolated networks.
Each isolated network is
called a subnet.

223.1.3.0/24

Subnet mask: /124



e

223.1.1.2

How many?



iﬁ"“ IP addressing: CIDR

CIDR: Classless InterDomain Routing
= subnet portion of address of arbitrary length

= address format: a.b.c.d/x, where x is # bits in subnet
portion of address

) subnet 9 host
-— > < —p
part

part
11001000 00010111 00010000 00000000

200.23.16.0/23




't"‘ IP addresses: how to get one?

Q: How does a host get IP address?

o hard-coded by system admin in a file
» Windows: control-panel->network->configuration->tcp/ip-
>properties
= UNIX: /etc/rc.config

o DHCP: Dynamic Host Configuration Protocol: dynamically get
address from as server

“plug-and-play”




;A".‘ DHCP: Dynamic Host Configuration Protocol I

0 Goal: allow host to dynamically obtain its IP address from
network server when it joins network

= Can renew its lease on address in use

= Allows reuse of addresses (only hold address while
connected an “on”)

= Support for mobile users who want to join network (more
shortly)

o DHCP overview:
* host broadcasts “DHCP discover” msg
= DHCP server responds with “DHCP offer” msg
* host requests IP address: “DHCP request” msg
= DHCP server sends address: “DHCP ack” msg

v oo e wszoessm



223.1.2.1

arriving DHCP
client needs
address in this
network



X . .
v4g DHCP client-server scenario
/ 7N\

DHCP server: 223.1.2.5 DHCP discover arriving
client
src: 0.0.0.0, 68 @M
’ dest.: 255.255.255.255,67
yiaddr:  0.0.0.0 I
transaction ID: 654
A/DHCPoffer
src: 223.1.2.5, 67
dest: 255.255.255.255, 68
\ yiaddrr: 223.1.2.4
transaction ID: 654
Lifetime: 3600 secs —~
DHCP request
src: 0.0.0.0, 68
dest:: 255.255.255.255, 67
yiaddrr: 223.1.2.4 —
il transaction ID: 655
time «—1_Lifetime: 3600 secs
DHCP ACK
| src223.125,67
dest: 255.255.255.255, 68
yiaddrr: 223.1.2.4 —

transaction ID: 655
Lifetime: 3600 secs




't"‘ IP addresses: how to get one?

Q: How does network get subnet part of IP addr?

ISP's block

Organization 0
Organization 1
Organization 2

Organization 7

11001000 00010111 00010000 00000000

11001000 00010111 00010000 00000000

11001000 00010111 00010010 00000000

11001000 00010111 00010100 00000000

11001000 00010111 00011110 00000000

A: gets allocated portion of its provider ISP’s address space

200.23.16.0/20
200.23.16.0/23

200.23.18.0/23
200.23.20.0/23

200.23.30.0/23
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Hierarchical addressing allows efficient advertisement of routing
information:

Organization 0
“Send me anything

Organization 1

- with addresses
Organization 2 beginning
_ . 200.23.16.0/20”

Organization 7

“Send me anything
with addresses
beginning

199.31.0.0/16”




ISPs-R-Us has a more specific route to Organization 1

Organization 0

“Send me anything
with addresses
beginning

200.23.16.0/20”

Orianization 2

Organization 7

“Send me anything
with addresses
beginning 199.31.0.0/16
or 200.23.18.0/23”

Organization 1




;ﬁ! IP addressing: the last word...

Q: How does an ISP get block of addresses?

A: ICANN: Internet Corporation for Assigned
Names and Numbers

» allocates addresses
* manages DNS
» assigns domain names, resolves disputes
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iﬁ".‘ ICMP: Internet Control Message Protocol

0 used by hosts & routers to
communicate network-level
information

= error reporting:
unreachable host,
network, port, protocol

= echo request/reply (used
by ping)
o network-layer “above” IP:

= |CMP msgs carried in IP
datagrams

o ICMP message: type, code
plus first 8 bytes of IP
datagram causing error

dest. network unreachable
dest host unreachable
dest protocol unreachable
dest port unreachable

dest network unknown
dest host unknown

source quench (congestion
control - not used)

echo request (ping)

route advertisement

Type Code description

0 0 echo reply (ping)
3 0

3 1

3 2

3 3

3 6

3 7

4 0

8 0

9 0

10 O router discovery
11 0 TTL expired

12 O bad IP header

IN2097 - Master Course Computer Networks, WS 2010/11

30



'4'. Traceroute and ICMP

0 Source sends series of UDP
segments to dest

= Firsthas TTL =1
= Second has TTL=2, etc.
= Unlikely port number

o When nth datagram arrives to
nth router:

= Router discards datagram

= And sends to source an
ICMP message (type 11,
code 0)

* Message includes name of
router& IP address

o When ICMP message arrives,

source calculates RTT
a Traceroute does this 3 times
Stopping criterion

o UDP segment eventually
arrives at destination host

o Destination returns ICMP
“dest port unreachable’
packet (type 3, code 3)

o When source gets this ICMP,
stops.
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2@ 'Pv6

o Initial motivation: 32-bit address space soon to be completely
allocated.

o Additional motivation:
» header format helps speed processing/forwarding
» header changes to facilitate QoS
|IPv6 datagram format:
» fixed-length 40 byte header
* no fragmentation allowed




e

Priority: identify priority among datagrams in flow

Flow Label: identify datagrams in same “flow.”
(concept of*flow” not well defined).

Next header: identify upper layer protocol for data

< 32 bits >




'O". Other Changes from IPv4

o Checksum: removed entirely to reduce processing time at each
hop

o Options: allowed, but outside of header, indicated by “Next
Header” field

o ICMPv6: new version of ICMP

» additional message types, e.g. “Packet Too Big”
* multicast group management functions




ey -
ﬁ«" Transition From IPv4 To IPv6

o Not all routers can be upgraded simultaneous
* no “flag days”
= How will the network operate with mixed IPv4 and |IPv6
routers?

o Tunneling: IPv6 carried as payload in IPv4 datagram among
IPv4 routers




X .
e Tunneling

A B E F
Logical view: ‘ ‘ tunnel “

IPv6 IPv6 IPv6 IPv6

E F

Physical view: ‘_6_1 R | _._‘

IPv6 IPv6 IPv4 IPv4 IPv6 IPv6
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24q Tunneling

A B E F
Logical view: ‘ ‘ tunnel “

IPv6 IPv6 IPv6 IPv6
I Pv6 I Pv6 IPv4 IPv4 I Pv6 I Pv6
Flow: X Flow: X

Src: A Src: A
Dest: F Dest: F
data data
. t t 5
Al' II’C\)/-6 ' B-to-C: B-to-C: EI-I;I’?/-(S '
IPv6 inside IPv6 inside

IPv4 IPv4
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gﬁ" Connection setup

o In addition to routing and forwarding, 3rd important function in
some network architectures:

= ATM, frame relay, X.25

o before datagrams flow, two end hosts and intervening
switches/routers establish virtual connection

= switches/routers get involved
o network vs transport layer connection service:

= network: between two hosts (may also involve intervening
switches/routers in case of VCs)

= transport: between two processes




X )
/Y
,‘4‘ Network service model

Q: What service model for “channel”

datagrams from sender to receiver?

Example services for individual
datagrams:

0 guaranteed delivery

o guaranteed delivery with less
than 40 msec delay

transporting

Example services for a flow of

datagrams:
Q in-order datagram delivery

O guaranteed minimum
bandwidth to flow

a restrictions on changes in
Inter-packet spacing



ey :
2@ Network layer service models

?
Network Service Guarantees Congestion

Architecture Model Bandwidth Loss Order Timing feedback

Internet  best effort none no no no no (inferred
via loss)

ATM CBR constant yes vyes yes no

rate congestion
ATM VBR guaranteed yes yes  yes no

rate congestion
ATM ABR guaranteed no yes no yes

minimum

ATM UBR none no vyes no no




ey, : : :
gi(‘ Network layer connection and connection-less service

o datagram network provides network-layer connectionless
service

o VC network provides network-layer connection service
o analogous to the transport-layer services, but:
= service: host-to-host

= no choice: network provides one or the other
= implementation: in network core




ey, : : :
VA%
,'q' Virtual circuits

“source-to-dest path behaves much like telephone circuit”
= performance-wise
* network actions along source-to-dest path

o call setup, teardown for each call before data can flow
0 each packet carries VC identifier (not destination host address)

Q every router on source-dest path maintains “state” for each passing
connection

a link, router resources (bandwidth, buffers) may be allocated to VC
(dedicated resources = predictable service)




'y : :
24 VC implementation

a VC consists of:

1. path from source to destination
2. VC numbers, one number for each link along path
3. entries in forwarding tables in routers along path

o packet belonging to VC carries VC number (rather than dest
address)

o VC number can be changed on each link.
= New VC number comes from forwarding table




e

VC number

\

Forwarding table in interface
northwest router: number

Incoming interface Incoming VC # | Outgoing interface Outgoing VC #

1 12 3 22
2 63 1 18
3 7 2 17
1 97 3 87

Routers maintain connection state information!




X Virtual circuits: signaling protocols

0 used to setup, maintain teardown VC
0 used in ATM, frame-relay, X.25
0 not used in today’s Internet

application _ &—I ,
transoort | 5; Data flow begins 6. Receive data |application
4 [Call connected 3. Accept ¢l |_transport
data link Initiate call 2. incoming cHll .
data link

physical |

physical I




ey
w4 Datagram networks

0 no call setup at network layer
0 routers: no state about end-to-end connections
= no network-level concept of “connection”
0 packets forwarded using destination host address

= packets between same source-dest pair may take
different paths

appllcatlon

transport

data link Send data 2. Receive data
physical | B |

application |

physical

transport
data link !

4

8



X _
w4 Datagram or VC network: why?

Internet (datagram) ATM (VC)
0 data exchange among computers 0 evolved from telephony
= “elastic” service, no strict a human conversation:
timing req. = strict timing, reliability
Q “smart” end systems (computers) requirements
= can adapt, perform control, » need for guaranteed service
error recovery Q “dumb” end systems
» simple inside network, = telephones

complexity at “edge”
a many link types
» different characteristics
= uniform service difficult

= complexity inside network
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Vo’ First-G tion IP R
y'A' Irst-eneration outers

B3
Memor

DMA DMA DMA
Line Line -+ Line
Interfate Interface Interfacg
MAC MAC MAC

I
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gA" Second-Generation IP Routers

5
Memor

Line Line Li
Cand Card Cand
Local Local Lodal
Buffer Buffer Buffer
Memory Memory Mempory
A
MAC MAC MALC




;A".‘ Third-Generation Switches/Routers

l_ine
Carc

l.ocal
Euffer

Loc
Buffer
Mempry

al

[mad

5

3
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e
#»a2W Clustering and Multistage

Fourth-Generation Switches/Routers

| | | | o |
13]114]15]16|17|18
o | | | o |
9]20]21|22|23 |24
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w4 Router Architecture

Overview

Two key router functions:
o run routing algorithms/protocol (RIP, OSPF, BGP)
o forwarding datagrams from incoming to outgoing link

input port

—LH

output port

il =

. switching .
o @
input port fabric output port
= [ H =
| A

routing
processor

5

5
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24 Input Port Functions

_ data link
ine processing
termination (protocol

lookup,
forwarding

queueing

switch

fabric

decapsulation)

Physical layer:
bit-level reception

Decentralized switching:

O given datagram dest., lookup output port using
forwarding table in input port memory

O goal: complete input port processing at ‘line
speed’

0 queuing: if datagrams arrive faster than
forwarding rate into switch fabric

Data link layer:
e.g., Ethernet
see chapter 5




;ﬁ".‘ Three types of switching fabrics

- > e —
crossbar

i d- A
=l= A




'y : : :
2@ Switching Via Memory

First generation routers:

0 traditional computers with switching under direct control of CPU

0 packet copied to system’s memory

0 speed limited by memory bandwidth (2 bus crossings per datagram)

Input Memory Output
Port Port

System Bus




ey : : :
2@ Switching ViaaBus

o datagram from input port memory
to output port memory via a shared bus

O bus contention: switching speed limited
by bus bandwidth

o 32 Gbps bus, Cisco 5600: sufficient
speed for access and enterprise routers




;ﬁ".‘ Switching Via An Interconnection Network

o overcome bus bandwidth limitations

o Banyan networks, other interconnection nets initially developed
to connect processors in multiprocessor

o advanced design: fragmenting datagram into fixed length cells,
switch cells through the fabric.

o Cisco 12000: switches 60 Gbps through the interconnection
network

Banyan network: } ]

_,-F'"-r'-‘-_
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i? Output Ports

switch queuing: data Iin_k
- buffer processing line
fabric inati
(protocol, termination

management

decapsulation)

o Buffering required when datagrams arrive from fabric faster than the
transmission rate

0 Scheduling discipline chooses among queued datagrams for
transmission




= ™ Switch K
: Fﬂhric/‘

o -| — =

= = e f

Output Port Contention
aft Time f

—
G Switch = P
Fabric .
1 B
—{ m R
One Packet
Time Loter

o buffering when arrival rate via switch exceeds output line speed
O queueing (delay) and loss due to output port buffer overflow!



X .
gA{' Input Port Queuing

a Fabric slower than input ports combined -> queueing may occur at
input queues

0 Head-of-the-Line (HOL) blocking: queued datagram at front of queue
prevents others in queue from moving forward

O queueing delay and loss due to input buffer overflow!

.................. T L
__ } —_I' ?;V l:;trristrr:v1

output port contention green packet

at time t - only one red experiences HOL blocking
packet can be transferred
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24 Interplay between routing, forwarding

routing algorithm

> 4

local forwarding table
header value |output link

0100 | 3
0101 | 2
0111 | 2
1001 | 1

value in arriving

packet’s header




Graph: G = (N,E)
N =setof routers ={u,v,w, X,y,z}

E = set of links ={ (u,v), (u,x), (v,x), (v,w), (x,w), (X,y), (w,y), (w,z), (vy,2) }

Remark: Graph abstraction is useful in other network contexts

Example: P2P, where N is set of peers and E is set of TCP connections




X/ _
g{‘ Graph abstraction: costs
/

* c(x,x’) = cost of link (x,x)
-e.g.,, c(w,z)=5

» cost could always be 1, or
inversely related to bandwidth,
or inversely related to
congestion

Cost of path (X;, Xg, X3,..-, Xp) = C(X4,X) + C(X5,X3) + ... + C(X,.4,X))

Question: What's the least-cost path between u and z ?

Routing algorithm: algorithm that finds least-cost path




2@ Routing Algorithm classification

Global or decentralized

information?

Global:

Q

Q

all routers have complete
topology, link cost info

“link state” algorithms

Decentralized:

Q

router knows physically-
connected neighbors, link costs
to neighbors

iterative process of
computation, exchange of info
with neighbors

“distance vector” algorithms

Static or dynamic?

Static:

a routes change slowly
over time

Dynamic:
a routes change more
quickly
= periodic update

" in response to link
cost changes
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'4'. A Link-State Routing Algorithm

Dijkstra’s algorithm

o net topology, link costs
known to all nodes

= accomplished via “link
state broadcast”

= all nodes have same info

o computes least cost paths
from one node (‘source”) to
all other nodes

= gives forwarding table for
that node

Qo iterative: after k iterations,
know least cost path to k
dest.’s

Notation:

Q

c(x,y): link cost from node x
toy; = - if not direct
neighbors

D(v): current value of cost of
path from source to dest. v

p(v): predecessor node
along path from source to v

N': set of nodes whose least
cost path definitively known
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V4% 's A m
,A‘ Dijsktra’s Algorith

1 Initialization:

2 N'={u}

3 for all nodes v

4 if vadjacenttou

3 then D(v) = c(u,v)
6 else D(v)=«

7
(\8 Loop
9 find w not in N' such that D(w) is a minimum
10 add wto N’
11 update D(v) for all v adjacent to w and not in N' :
12 D(v) = min( D(v), D(w) + c(w,v) )
13 /* new cost to v is either old cost to v or known
u4 shortest path cost to w plus cost from w to v */
1

5 until all nodes in N'




Step N'_ D(v),p(v) D(w),p(w) D(x),p(x) D(y).p(y) D(z),p(z)
0 u 2,U S5u - 1u °0 o0
1 ux«—— 2,u 4x 2.X oo
2 uxy« ———2,0 3y 4,y
3 UXyv < 3y 4,y
4 UXYVW < 4,y
S UXYVWZ <




e

Resulting shortest-path tree from u:

e,

Resulting forwarding table in u:

destination link
v (u,v)
X (u,x)
y (u,x)
w (u,x)
Z (u,x)




e

Algorithm complexity: n nodes

O each iteration: need to check all nodes, w, notin N
o n(n+1)/2 comparisons: O(n?)

o more efficient implementations possible: O(nlogn)
Oscillations possible:

Q e.g., link cost = amount of carried traffic

e
initially

... recompute ... recompute
routing

... recompute
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Bellman-Ford Equation (dynamic programming)

Define
d,(y) := cost of least-cost path from x to y

Then

d,(y) = min {e(xv) + dy(y)

where min is taken over all neighbors v of x



Clearly, d (z) =5, d,(z) =3,d,(z) =3

B-F equation says:

dy(z) = min { c(u,v) + d,(2),
C(U,X) + dx(Z);
c(u,w) +d,(2) }
=min {2 + 5,
1+ 3,
5+3} =4

Node that achieves minimum is next
hop in shortest path =» forwarding table



'y : :
gﬁ" Distance Vector Algorithm

o D, (y) = estimate of least cost from x to y

o Node x knows cost to each neighbor v: c(x,v)

0 Node x maintains distance vector D, = [D,(y): y e N ]
o Node x also maintains its neighbors’ distance vectors

* For each neighbor v, x maintains
D,=[Dyy):yeN]




ey, : :
gﬁ" Distance vector algorithm (4)

Basic idea:

Q

Q
Q

From time-to-time, each node sends its own distance vector
estimate to neighbors

Asynchronous

When a node x receives new DV estimate from neighbor, it
updates its own DV using B-F equation:

D.(y) < min/{c(x,v) + D,(y)} foreachnodey €N

Under minor, natural conditions, the estimate D,(y)
converge to the actual least cost d,(y)



'y : :
;ﬁ" Distance Vector Algorithm (5)

lterative, asynchronous: each Each node:

local iteration caused by:

Qlocal link cost change ]

aDV update message from walit for (change in local link
neighbor

cost or msg from neighbor)
Distributed:

neach node notifies neighbors only
when its DV changes

v

recompute estimates

» neighbors then notify their
neighbors if necessary

if DV to any dest has
changed, notify neighbors




%@ Distance Vector Algorithm (6)

node x table

cost to cost to D,(y) = min{c(x,y) + D,(y), c(x,z) + D,(y)}
Xy z X Y/ =min{2+0, 7+1} = 2
x {02 7 X @\ _
5 V| ww « 5 V(2 0 1 D,(z) = min{c(x,y) +
T Zlow o 2 Z|7 10 D,(2), ¢(x.2) + D,(2)}

node vy table = min{2+1, 7+0} = 3
tost to

Xy z

o0 o0
o0

< X

from

o0 o0

node z table
cost to

Xy z

[~ 9]

o0 o0 o0




X4 D,(y) = min{c(x,y) + D,(y), c(x,z) + D,(y)} Dy(z) = min{c(x,y) +
e = min{2+0 , 7+1} = 2 D 1(z) c(:lz): D,(2)}
AN = min{2+1 , 7+0} =

node x table
cost to cost to cost to
Xy z XY Z Xy z
Xﬁ? Xx(0 2 3 x|02 3
S V]ww «\\ 5 ¥|[2 0 1 E vl o -
T Zleme @ |\ A Z|7 10 = zl31 ¢

node vy table

cost to cost to cost to
Xy z Xy z Xy z
X| o ® x|02 7 x|02 3
£y E vy £
S § 2 0 1 s Y20 1
= Zlwo = z|310
node z table

cost to

cost to

Xy Z Xy z

00 00 ©0 x|02 3
20 1
310

» time



'4'. Distance Vector: link cost changes

Link cost changes: 1

0 node detects local link cost change 2: 3 1
o updates routing info, recalculates

distance vector 50
o if DV changes, notify neighbors

At time t,, y detects the link-cost change, updates its

gooa DV, and informs its neighbors.

news

travels Attime t;, z receives the update from y and updates its
fast” table. It computes a new least cost to x and sends its

neighbors its DV.

At time t,, y receives z's update and updates its distance table.

y’s least costs do not change and hence y does not send any
message to z.
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ey, . .
gﬁ" Distance Vector: link cost changes

Link cost changes:

O good news travels fast

0 bad news travels slow - “count to
infinity” problem!

0 44 iterations before algorithm
stabilizes: see text

Poisoned reverse:

o If Z routes through Y to get to X :

» ZtellsYits (Z's) distance to X is
infinite (so Y won’t route to X via
Z)
a will this completely solve count to
infinity problem?




iﬁ".‘ Comparison of LS and DV algorithms

Message complexity Robustness: what happens if
o LS: with n nodes, E links, router malfunctions?
O_(nE) msgs sent LS:
o DV: exchange between * node can advertise
neighbors only incorrect link cost
= convergence time varies »= each node computes only

Speed of Convergence its own table

o LS: O(n?) algorithm requires —
O(nE) msgs
= may have oscillations
o DV: convergence time varies
= may be routing loops

= DV node can advertise
incorrect path cost

» each node’s table used by
others

 error propagate thru

= count-to-infinity problem network
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'O'. Hierarchical Routing

Our routing study thus far - idealization
a all routers identical

o network “flat”

.. not true in practice

scale: with 200 million administrative autonomy
destinations: o internet = network of

0 can'’t store all dest’s in networks
routing tables! a each network admin may

o routing table exchange want to control routing in its

would swamp links! own network




'O'. Hierarchical Routing

Q aggregate routers into
regions, “autonomous
systems” (AS)

o routers in same AS run same
routing protocol
= “intra-AS” routing protocol

= routers in different AS can
run different intra-AS
routing protocol

Gateway router

a Direct link to router in
another AS



Intra-AS
Routing

Inter-AS
Routing
algorith

algorith
\A Forwarding

table

o forwarding table configured
by both intra- and inter-AS
routing algorithm

intra-AS sets entries for
internal dests

inter-AS & intra-As sets
entries for external dests



e

0O suppose router in AS1 AS1 must:
receives datagram 1. learn which dests are
destined outside of AS1: reachable through AS2,
» router should forward which through AS3
packet to gateway 2. propagate this
router, but which one? reachability info to all

routers in AS1
Job of inter-AS routing!




suppose AS1 learns (via inter-AS protocol) that subnet x reachable
via AS3 (gateway 1c) but not via AS2.

inter-AS protocol propagates reachability info to all internal routers.

router 1d determines from intra-AS routing info that its interface |
is on the least cost path to 1c.

» installs forwarding table entry (x,I)




e

o now suppose AS1 learns from inter-AS protocol that subnet x is
reachable from AS3 and from AS2.

0 to configure forwarding table, router 1d must determine towards
which gateway it should forward packets for dest x.

» this is also job of inter-AS routing protocol!




iﬁ"“ Example: Choosing among multiple ASes

a now suppose AS1 learns from inter-AS protocol that subnet x is

reachable from AS3 and from AS2.

a to configure forwarding table, router 1d must determine towards which
gateway it should forward packets for dest x.

= this is also job of inter-AS routing protocol!
0 hot potato routing: send packet towards closest of two routers.

Use routing info
from intra-AS
| protocol to determine >

Learn from inter-AS
protocol that subnet

X is reachable via

multiple gateways costs of least-cost

paths to each
of the gateways

Hot potato routing:
Choose the gateway
that has the
smallest least cost

Determine from
forwarding table the
interface | that leads

to least-cost gateway.

Enter (x,I) in
forwarding table

IN2097 - Master Course Computer Networks, WS 2010/11
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S 4' Intra-AS Routing

a also known as Interior Gateway Protocols (IGP)
O most common Intra-AS routing protocols:

» RIP: Routing Information Protocol

= OSPF: Open Shortest Path First

» |GRP: Interior Gateway Routing Protocol (Cisco proprietary)
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a distance vector algorithm
o included in BSD-UNIX Distribution in 1982
0 distance metric: # of hops (max = 15 hops)

From router A to subnets:

destination hops

N< X s < C
N WWDNDNa




X .
VA%
,'q‘ RIP advertisements

o distance vectors: exchanged among neighbors every 30 sec via

Response Message (also called advertisement)

0 each advertisement: list of up to 25 destination subnets within
AS




e

- pmeme o

— =

C
Destination Network Next Router  Num. of hops to dest.
W A 2
y B 2
Z B V4
X -- 1

Routing/Forwarding table in D



e

Dest Next hops

W - 1 /
X -1
z C 4

Advertisement
from Ato D

C

'

=
N

Destination Network
W

X N <

Next Router  Num. of hops to dest.

A

B
BA

2

2
%5

1

Routing/Forwarding table in D



%@ RIP: Link Failure and Recovery

If no advertisement heard after 180 sec --> neighbor/link
declared dead

routes via neighbor invalidated
new advertisements sent to neighbors

neighbors in turn send out new advertisements (if tables
changed)

link failure info quickly (?) propagates to entire net

poison reverse used to prevent ping-pong loops (infinite
distance = 16 hops)
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X :
ﬁ«" RIP Table processing

o RIP routing tables managed by application-level process called route-
d (daemon)

0 advertisements sent in UDP packets, periodically repeated

Transprt Transprt
(UDP) | (UDP)
network | forwarding forwarding network
(IP) table table (IP)
link link
physical physical
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L’ OSPF (Open Shortest Path First)

o “open”: publicly available
a uses Link State algorithm
= LS packet dissemination
= topology map at each node
= route computation using Dijkstra’s algorithm

0 OSPF advertisement carries one entry per neighbor router
0 advertisements disseminated to entire AS (via flooding)

= carried in OSPF messages directly over IP (rather than TCP or
UDP
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iﬁv"‘ OSPF “advanced” features (not in RIP)

o security: all OSPF messages authenticated (to prevent malicious
intrusion)

0 multiple same-cost paths allowed (only one path in RIP)

a For each link, multiple cost metrics for different TOS (e.g., satellite
link cost set “low” for best effort; high for real time)

QO integrated uni- and multicast support:

» Multicast OSPF (MOSPF) uses same topology data base
as OSPF

0 hierarchical OSPF in large domains.
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boundary router

backbane router



iﬁ".‘ Hierarchical OSPF

o two-level hierarchy: local area, backbone.
» Link-state advertisements only in area

= each nodes has detailed area topology; only know
direction (shortest path) to nets in other areas.

o area border routers: “summarize” distances to nets in own
area, advertise to other Area Border routers.

0 backbone routers: run OSPF routing limited to backbone.

0 boundary routers: connect to other AS’s.
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;ﬁ" Internet inter-AS routing: BGP

o BGP (Border Gateway Protocol): the de facto standard
o BGP provides each AS a means to:

1. Obtain subnet reachability information from neighboring
ASs.

2. Propagate reachability information to all AS-internal routers.

3. Determine “good” routes to subnets based on reachability
information and policy.

0 allows subnet to advertise its existence to rest of Internet: “| am
here”
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0 pairs of routers (BGP peers) exchange routing info over semi-
permanent TCP connections: BGP sessions

= BGP sessions need not correspond to physical links.
0o when AS2 advertises a prefix to AS1:

= AS2 promises it will forward datagrams towards that prefix.
» ASZ2 can aggregate prefixes in its advertisement

_____ eBGP session

................ iBGP session



2@ Distributing reachability info

o using eBGP session between 3a and 1c, AS3 sends prefix
reachability info to AS1.

* 1c can then use iBGP do distribute new prefix info to all
routers in AS1

* 1b can then re-advertise new reachability info to AS2 over
1b-to-2a eBGP session

o when router learns of new prefix, it creates entry for prefix in its
forwarding table.

_____ eBGP session

................ iBGP session



ey :
gﬁ" Path attributes & BGP routes

o advertised prefix includes BGP attributes.
= prefix + attributes = “route”
o two important attributes:

= AS-PATH: contains ASs through which prefix advertisement
has passed: e.g, AS 67, AS 17

= NEXT-HOP: indicates specific internal-AS router to next-hop
AS. (may be multiple links from current AS to next-hop-AS)

o when gateway router receives route advertisement, uses import
policy to accept/decline.
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VA
2@ BGP route selection

o router may learn about more than 1 route to some prefix.
Router must select route.

o elimination rules:
local preference value attribute: policy decision

shortest AS-PATH
closest NEXT-HOP router: hot potato routing

additional criteria

1.
2.
3.
4.




X
gﬁ" BGP messages

o BGP messages exchanged using TCP.
0 BGP messages:

OPEN: opens TCP connection to peer and authenticates
sender

UPDATE: advertises new path (or withdraws old)

KEEPALIVE keeps connection alive in absence of
UPDATES; also ACKs OPEN request

NOTIFICATION: reports errors in previous msg; also used to
close connection
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legend: provider
network

customer
network:

o A,B,C are provider networks
a X,W,Y are customer (of provider networks)
0 Xis dual-homed: attached to two networks

= X does not want to route from B via X to C
= . so X will not advertise to B a route to C



;ﬁ".‘ BGP routing policy (2)

legend: provider
network

customer
network:

o

0 A advertises path AW to B
0 B advertises path BAW to X
o Should B advertise path BAW to C?

= No way! B gets no “revenue” for routing CBAW since
neither W nor C are B’s customers

= B wants to force C to route to w via A

= B wants to route only to/from its customers!




ey, : -
24 Why different Intra- and Inter-AS routing?

Policy:
o Inter-AS: admin wants control over how its traffic routed, who routes
through its ne