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Abstract

The past years have seen an increase in the importance of computer networks for many tasks in

day-to-day life. Network services are crucial for many business work-flows and become more

important for the private life driven by new services such as social networks or online video

streaming portals. As the need for network service availability increases, operators see a growing

need for understanding the current state of their networks. Monitoring techniques for detecting

network failures, attacks on end systems, or potential bottlenecks that could be mitigated by careful

network optimization receive more attention in the research and business community.

Many current traffic analysis systems employ deep packet inspection (DPI) in order to analyze

network traffic. These systems include intrusion detection systems, software for network traffic

accounting, traffic classification, or systems for monitoring service-level agreements. Traffic

volumes and link speeds of current enterprise and ISP networks, however, transform the process of

inspecting traffic payload into a challenging task.

A traffic analysis setup needs to be properly configured in order to meet the challenges posed by

traffic volumes in current high-speed networks. This dissertation evaluates the performance of

current packet capturing solutions of standard operating systems on commodity hardware. We

identify and explain bottlenecks and pitfalls within the capturing stacks, and provide guidelines

for users on how to configure their capturing systems for optimal performance. Furthermore, we

propose improvements to the operating system’s capturing processes that reduce packet loss, and

evaluate their impact on capturing performance.

Depending on the computational complexity of the desired traffic analysis application, even the

best-tuned capturing setups can suffer packet loss if the employed hardware is short in available

computational resources. We address this problem by presenting and evaluating new sampling

algorithms that can be deployed in front of a traffic analysis application to reduce the amount of

inspected packets without degrading the results of the analysis significantly. These algorithms

can be used in conjunction with multicore-aware network traffic analysis setups for exploiting

the capabilities of multi-core hardware. The presented analysis architecture is demonstrated to be

suitable for live traffic measurements for security monitoring, for the analysis of security protocols

and for traffic analysis for network optimization.
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1 Introduction 3

1 Introduction

1.1 Motivation for Traffic Analysis and Network Monitoring

Many applications on today’s computers rely on network connectivity for various purposes. These

include business applications, which use network services to a growing extent. Microsoft for

example started adding online services with its Microsoft Office 365 product line in 2011 [7].

Other applications, such as Google Docs, are completely hosted in a data center environment and

accessible as a Web service.

Network problems can have severe negative influence on application performance and user experi-

ence. Connectivity problems can result in users not being able to access or use their desired services

or applications. Due to the increasing importance of the network, operators of company networks

and Internet Service Providers (ISPs) are interested in providing good services and detecting possi-

ble problems as fast as possible. Several services such as Voice Over IP, video streaming or online

gaming do not only require network connectivity but have special requirements concerning network

performance. Such services create pressure on operators to evaluate and improve the performance

of their networks.

A recent study by the Lawrence Berkeley Labs estimates that large portions of the U.S. work

force rely server-based production software to some extent [8]. Network services are not only

important for business applications, but are important for the private consumer market as well.

A study by Cisco estimates that the share of the consumer traffic segment exceeds the traffic

produced by government or business users in Wide Area Networks [9]. These studies emphasize

the importance of network reliability both for company network operators as well as ISPs for the

consumer market.

A prerequisite for network optimization and problem detection is a good understanding of the

state of the network and the traffic that is transported in it. Operators are therefore interested

in the use of network monitoring to gain insight into various aspects of the network. Network

monitoring is a complex task that can make use of many different techniques and tools. The choice

of techniques and tools always depends on the desired analysis goal. Important goals of network

monitoring are the detection of security risks or breaches or the identification of bottlenecks for

network optimization. In the following, we will discuss these goals in more detail.
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The identification of security problems is a particular important task for network monitoring

systems. Computers that are infected with malware and participate in a botnet can be used to

stage Denial-of-Service (DoS) attacks against networks or end hosts. The scale of the problem has

motivated researchers to present numerous approaches to detect and mitigate DoS attacks [10], and

companies such as Arbor Networks [11] successfully sell products that help operators to protect

their networks from these types of attacks. Consequent detection and removal of worms and bot

clients can help to mitigate the threat of DoS attacks by removing the sources of the attack traffic.

Reactive detection of infected machines is only one way to employ monitoring to enhance the

security of operator networks. Proactive network analysis can help to identify potential problems

before they are exploited by adversaries. Security scanners such as NMAP [12] or Nessus [13]

can help to detect vulnerable services, and can help to raise the administrator’s awareness of

vulnerabilities. Vulnerabilities can be unpatched software with known security holes or problems

with the deployment of services and infrastructures. An example for such deployment problems can

be found in one of the Internet’s most important security protocols: TLS. TLS and its predecessor

SSL are used to protect the communication of large numbers of Internet protocols, providing

data confidentiality, integrity and authenticity. A central component of the authentication and key

distribution process that is crucial for the deployment of TLS/SSL is the Public Key Infrastructure

(PKI). It is well known that the practical implementation of a PKI is difficult and can lead to

potential problems if not done right [14]. Deployment Analysis with network monitoring techniques

can help operators and researchers to assess the quality of the deployed security infrastructure.

Another important field of activity for network monitoring is the identification of potential for

network optimization. The requirements that originate from the increased usage of network

connectivity and bandwidth in today’s applications put pressure on operators to provide optimal

use of the available resources and to optimize the performance of their networks. One of the major

drivers of demand for bandwidth is video traffic [9]. Operators therefore think about the deployment

of in-network caches to reduce the bandwidth of traffic that is needed to download the video content.

The benefits and costs of a cache largely depend on the users content access behavior. Network

monitoring techniques can help to provide an understanding of this access behavior in a certain

network. This knowledge can be used to assess the benefits of the deployment of such a cache.

The diversity of the previously discussed applications of network monitoring calls for highly flexible

tools that allow the investigation of many different aspects of computer networks and the traffic

that is transported in them. If the monitoring process includes traffic measurements, which analyze

the traffic in the network, then it has to cope with the ever increasing amount of bandwidth in

current high-speed networks. Processing large amounts of traffic on very fast links at line-speed

can be a difficult task, especially if the performed analysis is complex. Special-purpose monitoring

hardware based on Field Programmable Gate Arrays (FPGAs) has been a proposed solution for

high-speed networks, e.g. [15, 16, 17, 18]. However, a problem with this special purpose hardware
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Figure 1.1: Building blocks of a traffic analysis system.

is that it requires sophisticated programming, which limits flexibility in deploying diverse forms of

analysis.

With the increased capabilities of modern off-the-shelf commodity hardware, traffic analysis with

multi-core standard hardware is seen to have the potential of providing enough resources to be an

alternative to FPGA, even in high-speed networks [19]. However, the use of commodity hardware

requires careful tuning and optimization of the analysis system in order to yield good performance.

Consideration of overload scenarios is also important in case the complexity of the analysis exceeds

the available resources. In general, any traffic analysis system has to perform multiple tasks,

beginning with the acquisition of traffic and ending with the presentation of the analysis results to a

user. Figure 1.1 shows the building blocks that compose a traffic analysis system.

This thesis provides contributions to the lower three building blocks:

• We evaluate and improve the performance of packet capture stacks of general purpose

operating systems for traffic analysis on commodity hardware in high-speed networks.

• We provide sampling algorithms that complement the existing body of work on sampling

with traffic selection that provides the necessary input to analyses like the ones described in

this section.

• We demonstrate the suitability of our approach for

– worm and botnet detection

– deployment analysis of the TLS/SSL PKI infrastructure

– traffic analysis to estimate the benefits of caching of user generated video traffic within

end-networks.

The following section will discuss the problems that this thesis wants to solve and presents the

contributions of the thesis.
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1.2 Problem Statement and Contributions

The problems in this thesis can be grouped into two categories. First, we work on problems that are

not specific to certain analyses but traffic analysis systems in general. These problems are related

to the research problems of how to build a efficient traffic analysis system and how to cope with

overload scenarios.

The second group of problems is related to specific analyses. In this thesis, we want to perform a

number of analyses from the fields security monitoring, deployment analysis and traffic analysis for

network optimization. Hence, the problems in this group focus on how to employ traffic analysis

for specific tasks.

However, it is not possible to separate clearly between the individual problems and questions:

Sampling is a technique that can be used to cope with overload scenarios. The applicability of a

particular sampling algorithm, however, is highly depended on the analysis task at hand. In the

following, we will discuss the research problems from both groups.

1.2.1 Traffic Capture

Traffic analysis on commodity hardware provides benefits compared to the application of special

purpose hardware built on FPGA. It allows for the simple creation of flexible monitoring software

and allows operators to easily switch to new software if the goals of traffic analysis evolve. New

feature developments or software upgrades can be more easily incorporated into existing monitoring

setups.

Regardless of the specific monitoring application that is in use in a particular environment, the

analysis system has to deal with the ever increasing amount of traffic in today’s networks. The

available bandwidth on modern high-speed links can result in excessive load on the analysis system,

overwhelming the available resources. Such excessive load can result in packet loss on the device,

which in turn can lead to problems in the analysis. Research shows that packet loss due to system

overload can have serious negative impact on the results of an analysis process.

Commodity hardware is often managed by general-purpose operating systems, which are developed

with general purpose computing in mind. The software stack is therefore not optimized for traffic

analysis, and the packet capture mechanisms employed in these systems often struggle on high-

speed networks [20]. Furthermore, different operating systems provide different approaches for

packet capture. Researchers also propose new improvements and enhancements that promise even

better performance. However, to the users it is often unclear which of the approaches yields best

performance, and how to configure the systems for their analysis setup.

Identifying the best approach and the best implementation for packet capture is difficult. Modern

operating systems and their network stacks evolve over time, and new approaches to packet capture
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are designed. Performance evaluations in test setups can help to answer the question for the

best-performing approach. However, a number of different tests can be conducted to show the

performance of a system.

In this thesis, we work on the problem of how to perform benchmarks in a way that allows thorough

analysis of different approaches. Our goal is to identify how we need to define tests that provide

insight into the performance of an approach under various circumstances.

Contribution:

We identify and discuss different approaches for packet capture provided by the network stacks

of different operating systems. This includes several improvements to these standard stacks that

were presented by researchers. We build an evaluation and test setup that allows us to assess the

performance of the different capture stacks and the proposed improvements. We show that simple

tests, as performed in many related work, are not sufficient to provide thorough analysis of capture

approaches.

Our analysis reveals that a good testing methodology can yield in deeper insight into the performance

under various conditions. Even more surprising, we show with our testing methodology that an

approach that has superior performance in one type of traffic analysis can have substantial packet

loss for other analyses.

Based on our evaluation, we identify bottlenecks and develop an enhancement that improves the

performance of the capture system in certain scenarios. We provide guidelines for users and

developers on how to tune their packet capture systems.

1.2.2 Traffic Selection

While the performance of commodity hardware has improved significantly, and is expected to

improve further, some deployments of commodity hardware-based traffic analysis setups can

still suffer from packet loss. Traffic analysis is often performed online, and processing times for

incoming packets must match packet inter-arrival times on average. Otherwise, system buffers will

fill up to the point where packets must be discarded.

Packet loss can be substantial, as shown in Figure 1.2. The figure displays a case study of a real

security monitoring setup that analyzed traffic on a 10GE link of a large university network. The

system was deployed to monitor the border gateway links between the university network and

the Internet. It performed security analysis using the Intrusion Detection System Snort [21], with

a botnet-specific rule set. The difference between the incoming packet rate and the number of

analyzed packets is evident. This particular setup observed packet loss rates of more than 50%

during the peak traffic times, due to the high complexity of the analysis.
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Figure 1.2: Case study: Packet loss in high speed networks.

Coping with overload scenarios is important for many analysis algorithms, and has therefore been

an active research topic. If it is not possible to improve the performance of the analysis, then the

system needs to make choice on which parts of the traffic to analyze. Overloaded packet analysis

systems have been a problem for a long time, and triggered a large body of research for sampling

techniques.

Sampling a good subset of packets from the available traffic can be a difficult task. For example in

the field of security monitoring: Whenever a sampling algorithm drops malicious packets, an attack

or system compromise may go unnoticed, as the intrusion detection system does not analyze the

non-sampled traffic. A good subset of the packets includes packets that carry malicious payload,

or packets that are necessary for the detection engine. Previous research shows that sampling can

distort anomaly detection metrics [22], or can have severe negative impact on the detection rates of

some analysis algorithms [23, 24]. Choosing an appropriate sampling algorithm that provides a

good share of the overall traffic for such algorithms is important for the use in scenarios where the

computational resources are not sufficient.

We introduced a number of important traffic analysis applications in Section 1.1. The problem that

we want to solve in this thesis is to enable these and similar analyses in traffic analysis setups that

are too short in resources to consume all the traffic in the network. In order to achieve this goal,

we propose the use of a certain sampling mechanism, and propose algorithms that implement this

mechanism.

Contribution:

In this thesis, we work on sampling algorithms that provide good sampling results for the traffic

analysis process that are in scope of this work1. The sampling focuses on payload from the

beginning of TCP connections or UDP bi-flows [25]. We discuss why we think this sampling is

1 Throughout this thesis we will discuss additional application areas that can benefit from this type of sampling.
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beneficial for a number of traffic analysis applications. Furthermore, we present two algorithms

that implement the proposed sampling, and evaluate their applicability in high-speed networks.

The first algorithm makes use of the data structure Bloom filters [26] to sample the first N bytes

of payload from TCP connections. We develop an algorithm that implements a simplified TCP

connection tracking and makes use of the filters to store the required connection states. The use of

Bloom filters allows us to build a state tracker with constant memory requirements and constant

computational complexity for state lookup that is independent from the observed connection

characteristics. We assess the errors that are introduced due to the use of Bloom filters and show

that they can be configured to provide accurate sampling results under normal conditions and

acceptable errors under extreme conditions with an unexpectedly high number of connections.

Our second algorithm provides sampling of the beginning of bi-flows [25] using conventional state

tracking that allows to sample from TCP connections and UDP bi-flows. The algorithm belongs to

the class of adaptive algorithms and chooses the number of bytes to sample based on the packet

rate on the network and the processing capabilities of the traffic analysis process. We evaluate the

algorithm in real traffic analysis setups on high-speed links and show its applicability under these

conditions.

1.2.3 Traffic Analysis

Section 1.1 motivated several important traffic analyses, which will be performed throughout this

thesis. In the following, we will discuss the problems and contributions of this thesis with respect

to the particular analysis tasks.

1.2.3.1 Worm and Botnet Detection

The detection of worms and botnets has been considered an important topic for a number of years.

Many researchers presented numerous approaches that aim at the detection of traffic that is related

to computers that are infected with malware. A major concern for high-speed networks is the

complexity of the proposed analysis.

Especially systems that employ Deep Packet Inspection (DPI) can have the potential of requiring

lots of computational resources, which can lead to resource exhaustion on the traffic analysis system.

This can be a major obstacle for the use of these analysis techniques in high-speed networks. We

want to enable the use of resource intensive security monitoring techniques in high-speed networks

in constraint resource environments by the use of sampling.

As part of the thesis, we present sampling algorithms that aim at providing good analysis results

for worm and botnet detection. We therefore focus on the problem of determining whether our

proposed sampling is suitable for this analysis task.
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Contribution:

We evaluate the impact of our proposed sampling of beginning of TCP connections and UDP

bi-flows to DPI-based analysis of network traffic for the detection of worm and botnet traffic. In

experiments with artificially generated malware traffic and live traffic measurements in a large

university network environment, we determine the impact of our sampling algorithms on the

detection rate of signature-based Intrusion Detection Systems (IDS). Furthermore, we examine

how more sophisticated tools for botnet detection, such as BotHunter [27] are influenced by the

application of our traffic selection algorithms.

1.2.3.2 Caching benefits for YouTube Traffic

Network optimization is an important task for operators who are under pressure to provide good

performance to their users. Traffic measurements can yield important insight into the traffic and

can show potential for improvements. A technique that can lead to performance improvements is

the use of caching. The benefits of caching highly depend on the way users access content. An

important driver for network traffic is video streaming traffic from user-generated content.

Content must be accessed multiple times in order for a cache to provide any benefits. The benefits of

a cache therefore depend on the behavior of the users. Traffic measurements can help to determine

this user behavior and its implication on caches. Our goal in this thesis is to employ traffic analysis

to gain a better understanding of the user behavior for video traffic and its implication for caching

benefits.

Contribution:

We examine the caching benefits and costs for one of the major players of user-generated video

streaming site: YouTube. Using passive traffic measurements over a period of several weeks on

a large university network, we are able to record the video download properties of the users in

the network. We examine and evaluate properties of the video downloads that are important for a

network cache. Furthermore, we employ trace-driven simulation to estimate the costs and benefits

that different caching strategies provide on the collected data.

1.2.3.3 Deployment Analysis: The TLS/SSL Public Key Infrastructure

The probably most important security protocols deployed in the Internet are TLS and SSL. A

crucial requirement is the necessity to distribute key material and to ensure proper authentication of

end points. Both are necessary for the cryptography that is embedded into TLS/SSL to ensure the

desired security goals. X.509 Public Key Infrastructure (PKI) is an essential building block that

is used to implement the key distribution and authentication of end points. While the mathematic

foundation of today’s cryptographic protocols are considered solid, doubts about the mechanisms
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that are in place to build the PKIs have been voiced. Problems in the PKIs can undermine the

security of the complete system. In this thesis, we want to gain a better understanding of the state

of the PKI.

We focus on the problem of how to perform measurements that provide insight into the deployment

and the use of the infrastructure. Furthermore, we are interested in the analysis results themselves.

Contribution:

We provide a large-scale evaluation and assessment of the currently deployed X.509 certificate

infrastructure and its use in end networks. We collect certificates by Internet-wide scans of important

Web sites over a period of 1.5 years from different vantage points in the world. Using passive

traffic measurements, we observe the use of the infrastructure in traffic data from real networks. We

collect information on TLS/SSL connections and record all certificates that are exchanged during

the connection setup of the monitored TLS/SSL connections.

Based on this data set, we examine the state of the current X.509 deployment in the Internet.

We determine properties of the certificates, and, based on these observations, try to gain a better

understanding on the underlying processes deployed by the Certification Authorities that issued the

certificates.

Our analysis reveals the benefits that the combination of different measurement and traffic analysis

techniques can yield compared to an analysis that only evaluates measurements with a single

technique.

1.2.4 Publications

Previously published parts of this thesis:

[1] Lothar Braun, Gerhard Münz, and Georg Carle, “Packet Sampling for Worm and Botnet

Detection in TCP Connections,” in 12th IEEE/IFIP Symposium on Network Operations and

Management Symposium (NOMS 2010), Osaka, Japan, Apr. 2010.

[2] Lothar Braun, Alexander Didebulidze, Nils Kammenhuber, and Georg Carle, “Comparing

and Improving Current Packet Capturing Solutions based on Commodity Hardware,” in Pro-

ceedings of the 10th Annual Conference on Internet Measurement (IMC 2010), Melbourne,

Australia, Nov. 2010.

[3] Ralph Holz, Lothar Braun, Nils Kammenhuber, and Georg Carle. “The SSL Landscape

- A Thorough Analysis of the X.509 PKI Using Active and Passive Measurements” in

Proceedings of the 11th Annual Internet Measurement Conference (IMC 2011), Berlin,

Germany, November 2011.
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[4] Lothar Braun, Alexander Klein, Georg Carle, Helmut Reiser, and Jochen Eisl. “Analyzing

Caching Benefits for YouTube Traffic in Edge Networks - A Measurement-Based Evaluation,”

in Proceedings of the 13th IEEE/IFIP Symposium on Network Operations and Management

Symposium (NOMS 2012), Maui, Hawaii, April 2012.

[5] Lothar Braun, Mario Volke, Johann Schlamp, Alexander von Bodisco, and Georg Carle.

“Flow-Inspector: A Framework for Visualizing Network Flow Data using Current Web

Technologies,” in First IMC Workshop on Internet Visualization (WIV 2012), Boston, MA,

November 2012.

[6] Lothar Braun, Cornelius Diekmann, Nils Kammenhuber, Georg Carle, “Adaptive Load-Aware

Sampling for Network Monitoring on Multicore Commodity Hardware,” in Proceedings of

the IEEE/IFIP Networking 2013, New York, NY, May 2013.
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Figure 1.3 illustrates the structure of this thesis. Its colors map to the building blocks of a traffic

analysis system (compare Figure 1.1) and highlights which chapter corresponds to which building

block.

This dissertation is divided into five major parts: ”Introduction and Network Monitoring Funda-

mentals”, ”Analysis of Related Work”, ”Evaluation and Improvement of Traffic Analysis Systems”,

”Application of Traffic Analysis Systems”, and ”Conclusion”. In the remainder of this section, we

outline the content of each of the chapters that compose these five parts.

Chapter 2 introduces and discusses architectures for network monitoring in general. The chapter

aims at providing an overview over the techniques and tools that are available to network operators

and researchers to gain awareness of the state of their networks. We introduce monitoring and

measurement techniques that are used throughout the remainder of the thesis.

Related work that we used to build upon or distinguish ourselves from is introduced and discussed

in Part II of this thesis. The related work is split into two chapters.

Chapter 3 focuses on the architecture of packet capture systems in standard operating systems

on commodity hardware. It introduces the fundamentally different architecture of two operating

systems that are of particular interest in the research community: Linux and FreeBSD. Both

operating systems have had improvements to their architecture proposed in research papers. Some

of them have been implemented and were eventually included into the operating system main

development line. Others are still actively maintained and improved by the researchers who

developed the improvements. Due to the importance of good performance of packet capture

mechanisms, previous work compared and improved the existing mechanisms. The chapter

discusses this previous work in detail in order to derive requirements for our own evaluation

setups.

Furthermore, the chapter discusses techniques that must be applied when packet loss occurs:

sampling and filter techniques. The chapter introduces the related work on sampling, as well as

studies that evaluated the applicability of sampling techniques for certain traffic analysis tasks.

Chapter 4 discusses work that is related to the analyses in Part IV. This work covers the topics

of caching for YouTube video streaming, botnet-related security monitoring and TLS/SSL PKI

analysis.

Part III contains the contributions of this thesis on packet capture performance studies and

improvements. Furthermore, we introduce two novel sampling algorithms that help to cope with

high traffic volumes on high-speed networks for various traffic analysis applications.

Chapter 5 studies the performance of today’s capturing architectures in standard operating systems.

We evaluate and compare different capturing solutions for both operating systems, and try to

summarize the effects that can lead to bad capturing performance. The chapter aims at future

developers and users of capture systems and serves as a resource helping them not to repeat the
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pitfalls we and other researchers have encountered. It presents tests and evaluations for thorough

testing of traffic analysis setups in different configurations. We identify potential bottlenecks that

can lead to performance decreases and thus packet loss. Finally, we propose a modification that can

be applied to popular capturing solutions on Linux. It improves capturing performance in a number

of scenarios.

Chapter 6 introduces a sampling algorithm that focuses on sampling the first N bytes of the

payload of every observed TCP connection. We develop and implement a sampling algorithm for

deployment in high-speed networks with very high packet rates and large numbers of simultaneous

TCP connections. The algorithm selects packets containing the first N payload bytes of a TCP

connection by using a simplified TCP connection tracking mechanism and Bloom filters to store

the connection states.

Chapter 7 complements the work on static sampling of connection beginnings with an algorithm

that has a dynamic component. Choosing the right amount of traffic to sample for each connection is

a hard task. It is possible for certain tasks to give a good estimate on how many bytes are necessary

to get all the desired information for a certain analysis. However, for other tasks, like security

monitoring, no good values can be given. An adversary could try to evade sampling by sending N

bytes of legitimate traffic and start the attack afterwards. The chapter presents an adaptive sampling

algorithm that chooses the amount of sampled payload based on the available computing resources

of the analysis machine.

Part IV focuses on various applications of traffic analysis systems.

Chapter 8 studies the application of security monitoring for botnet detection. We evaluate the

applicability of our sampling approach that samples the first N bytes of payload from every

connection or bi-flow and scrutinize the detection capabilities of a traffic analysis system that

employs our sampling. In order to do this, we use traffic repositories that contain botnet traffic

from multiple sources. At first, we analyze traffic traces that contain traffic from dynamic malware

analysis systems that run malware samples on analysis systems and allow them to communicate

with the open internet. Furthermore, we analyze real-world traffic traces from a large university

network.

Chapter 9 studies the application of traffic analysis for network optimization and cache benefit

estimation. Caches in networks can be used in order to reduce the load on the inter-domain link,

if they are able to serve content from their internal storage. We study traffic from the YouTube

video application in detail and examine its potentials for caching. Several weeks of video download

statistics have been collected in order to calculate traffic properties that are relevant for caches.

We perform trace-driven simulations of different caching strategies in order to identify the most

promising ones.

In Chapter 10, we use traffic analysis to estimate the currently deployed security infrastructure in

the Internet. As part of our analysis, traffic measurements are used to collect information on the
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deployment and use of certificates. We analyze the collected data in order to estimate the state of

the currently deployed TLS/SSL security infrastructure.

Finally, Part V concludes the thesis by summarizing the findings and results of this work.
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2 Network Monitoring and Traffic Analysis
Fundamentals

Throughout this thesis, we will use the terms monitoring and measurement, e.g. as in network

monitoring or traffic measurement. Monitoring refers to the process of observing the state of the

network. Measurement refers to the process of obtaining specific information by the analysis of an

object. A traffic measurement can, for example, analyze packets in order to count the number of

packets, bytes, and flows in a certain time frame. Hence, traffic measurements are a technique of

network monitoring.

Network monitoring aims at the provision of information on the state of a network to administrators

or researchers. The acquisition of information is a process that consists of multiple steps. These are

often performed by different components within a network monitoring architecture or infrastructure.

We identify the following tasks that have to be conducted as part of the monitoring:

• Data acquisition

• Data preparation and normalization

• Data analysis

• Result reporting

The tasks can be performed by different components that form the monitoring architecture. Op-

erators and researchers can use data from network monitoring to gain a better understanding of

computer networks. This chapter presents common components and fundamental monitoring

techniques. We present traffic measurement techniques that are important throughout this thesis.

Furthermore, we discuss other techniques of network monitoring that can be used by researchers to

obtain data to validate traffic measurement results, or that can be used to gather information that

cannot be obtained by traffic measurements.



18 2 Network Monitoring and Traffic Analysis Fundamentals

2.1 Data Sources

2.1.1 Log Files

Traffic measurements are the main focus of this thesis. However, in order to perform traffic

measurements, a measurement node must be placed at the point of interest. Placement of nodes in

arbitrary points of interest is not always possible or feasible. In these cases, researchers can try to

make use of data sources that are already available: log files from devices or applications that are

already deployed in the network.

Log files can be produced by network components or network server applications. And they

can contain valuable information about the device or application integrity, workload or events

that are related to the current state of operation. A major benefit of log files is that they can

contain information about the state of the device, which can be hard or impossible to determine

by measurements. Each device or application should have a an internal state and might be able to

provide reasons for failures. The following example can illustrate this fact: Traffic measurements

can determine that a host is unreachable, but cannot provide reasons for why the host is not

reachable. A switch connected to the host, on the other hand, could see that the physical link to this

host is gone. It can therefore provide the additional information on the missing physical link as a

reason for the unavailability of the host.

Several researchers successfully used log files to obtain interesting information from network and

application usages. Wendell et al. analyzed log files from a Content Distribution Network [28].

They used this data to study the effect of flash crowds and their content request behavior. Potharaju

et al. study middleboxes and network failures that are caused by these boxes [29]. Among other

sources, they are able to tap into the event logs of the systems, thus receiving information about

critical device states and failures that could be detected by the device itself.

2.1.2 Configuration Data

Another source of valuable data can help operators to track down problems that might be introduced

by a network configuration change. Products such as RANDIC – Really Awesome New Cisco

confIg Differ – from Shubbery Networks [30] can help operators to keep their configuration changes

in a database for problem tracking and change accountability.

Researchers also showed the usefulness of configuration data for different analyses. Potharaju et al.

used configuration data and changes to the configuration in the previously mentioned middlebox

study [29]. They obtained configuration files for the middleboxes from a revision control system

(RCS). The RCS stored all versions of the configuration files deployed on the middleboxes in

conjunction with the time stamps at which changes were applied to the devices’ configuration.

The information in this repository allowed for a better understanding of reasons for failures: By
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Figure 2.1: RTT Measurement

correlating failure events with configuration changes, the authors were able to identify whether

failures occurred due to misconfiguration or other types of events.

Configuration data can also be used for other purposes: Benson et al. study data center traffic in

several data centers. They used configuration data of network equipment to get information about

the data center topology [31].

Kim et al. employ a repository of historic configuration data to infer information about the

development and growth of a network [32]. The authors obtained configuration repositories from

two university networks that span multiple years. They analyze the repository data to determine the

reasons of configuration changes for switches, firewall and routers.

2.1.3 Active Traffic Measurements

Another way of gathering the state of the network is to perform active measurements. Active

measurements are characterized by the injection of probe packets into the network. Information is

derived from the properties of these measurement packets, or from the return traffic that is generated

as a result of the probe packets. Examples for active measurements are Round-Trip-Time (RTT)

measurements, which can be conducted with ICMP echo packets.

Active measurements can provide valuable information about the state of the network to operators.

They play an important role in large-scale enterprise networks that connect multiple sites to

headquarters and data centers. RTT measurements can help to constantly monitor the delays on

network paths, e.g. on wide area connections between remote offices and the headquarter. Buffer-

Bloat in the network is known to be able to increase delays on utilized links [33, 34]. Figure 2.1

shows the RTT over time for a large company network in 2013. The figure plots the RTTs for

one site that suffers from these problems due to large file transfers. Active measurements that are

performed in regular intervals can detect such problems.

A major benefit of active measurements is the fact that they can be conducted from end systems

and do not require changes to the core network. The probes can be performed from any device that

is able to inject packets into the network, which can be end hosts or network equipment. Cisco

offers a technology called IPSLA [35] that allows making such active measurements from their
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switches and routers. Such kind of probing allows end-to-end delay measurements and can be used

to determine whether all components in the network work as expected or if problems exist that

disturb the correct operation of the network. Bandwidth estimations are another relevant application

of active measurements, which can be done by sending pairs or trains of packets [36]. A drawback

of active measurements is their intrusiveness: the probing packets can disturb the other traffic on

the links that are used for the measurements.

Active measurements can play an important role in network research. Researchers use them in

order to gain information about the global structure of the Internet by performing Internet-wide

scans [37, 38, 39]. This includes path estimations as well as activities that aim to identify the

subnet structure defined by network operators [40]. Active measurements have also been used to

study capabilities of home routers [41], for the determination of path characteristics [42, 43], or the

comparison of different DNS resolvers [44].

Another important application of active measurements in research is the validation of passive traffic

measurement algorithms. Active measurements can be used to inject traffic patterns of known origin

and form. A passive analysis can then be performed on the artificially generated measurement

packets. The results of the passive measurement can then be compared to the knowledge about

the active traffic measurements, by using the active measurements as ground truth. Examples for

validation of findings through active measurements can be found in [45]. The authors examined

time stamps of NetFlow data from Cisco routers and software probes. They evaluated the accuracy

of the time stamps on ground truth that was obtained from injected traffic streams.

2.1.4 Passive Traffic Measurements

In contrast to active measurements, passive measurements are non-intrusive and rely on the observa-

tion of existing traffic without changing or manipulating its characteristics. Measurement nodes can

be deployed everywhere in the network as long as the measurement process has access to the traffic

that is to be analyzed. For example, traffic measurements can be performed on any end-system to

monitor the traffic at local interfaces. In these scenarios, the passive measurement can only obtain

information that is related to the end system, e.g. directed to the system or exchanged on the same

broadcast domain.

More information can be retrieved if the passive monitoring system is deployed on central com-

ponents in the network. The measurements can be configured for different levels of granularity,

depending on the type of information that is needed for the analysis. In the following, we use

the same terminology as introduced by Münz in [46] for measurement granularity: link-level

measurements, packet-level measurements and flow-level measurements.
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2.1.4.1 Link-Level Measurements

Link-level measurements can be performed by nearly every network interface and therefore on

any device on the network. The simplest link-level measurement counts the number of sent and

received packets or bytes. This information is available not only on network components but can be

obtained from the operating system of end hosts. Link-level measurements are usually conducted as

part of the operation of a device. Updating counters when a packet is sent or received does not put

significant additional load on the device. Link-level measurements are a central component in many

network monitoring architectures to get an understanding of the amount of traffic that is forwarded

by network equipment such as switches or routers. Due to the importance of these counters for

network monitoring, several metrics have been standardized by the IETF, e.g. the RMON-MIB [47]

and RMON2-MIB [48]. These metrics are obtained and offered by a large number of devices

from different vendors. The values stored at the devices can be requested from the device via

SNMP [49].

SNMP is considered to be an important tool for network monitoring in company networks. There-

fore, large numbers of monitoring tools and platforms with SNMP support exists, both commercial

and open source. A comprehensive list can be found at [50].

Researchers also use link-level based measurements for various purposes. Andrey et al. survey

22 research papers that focus on SNMP performance studies up to 2006 [51]. Others use SNMP

counters to derive or support the derivation of traffic matrices in networks [52, 53, 54]. Benson et

al. use link level measurements in their data center study as well in their effort to understand traffic

loads in data centers [31]. The previously discussed middlebox study of Potharaju et al. also made

use of interface statistics to assess the impact of failures on traffic volumes [29].

Link-level measurements are the most aggregated form of traffic measurements. They summarize

packets from all of the observed traffic streams into a single counter, and therefore remove much

information about the communication patterns in the network.

2.1.4.2 Flow-Level Measurements

Flow-level measurements conserve more information about the traffic compared to link-level

measurements. Network flows describe the communication streams between end systems or

networks. A good definition of flows has been given for IPFIX (IP Flow Information eXport) at the

IETF [55]. The definition states that a flow is a unidirectional stream of packets that share a set of

common properties, which are also called flow keys. A typical set of flow keys is the so-called IP

quintuple that consists of source address, destination address, source port, destination port and the

transport protocol.

The basic flow generation is common for all devices that perform flow-level measurements: For

every observed packet, a metering process determines the assignment of the packet to a flow by
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matching its flow keys. Each flow has several flow properties, such as the observation time of the

first and last packet. The flow keys and the other flow properties compose a flow record. Other

properties contained in a flow record can be the number of bytes or packets that have been observed

for the flow. However, the set of properties is not limited to the aforementioned properties. Modern

protocols like IPFIX were designed to be extensible, i.e. to allow the addition of new flow properties.

Deri, for example, created a flow probe that is able to embed VoIP quality of service metrics into

the flow records [56].

Many flow monitoring devices are designed for generating and exporting flows only. Storage,

aggregation or data analysis of network flows is usually offloaded to a separate process on a different

machine. Exceptions can be found in software-based monitoring probes such as VERMONT [57],

which provide a single application that is capable of the generation, aggregation, and analysis of

data.

Many IP-based routers are capable of creating some kind of flow data from the packets that pass

their interfaces. Hence, these routers can be configured to create flow data and export it to a central

collector. A problem with standard router flow generation can originate from the fact that routers do

not generate flows as a main purpose. It is not uncommon for them to dedicate more resources to

the routing than for flow monitoring. Examples for limitations can be found in under-dimensioned

flow caches or inaccurate time stamps [45, 58]. Router vendors typically employ methods of traffic

sampling to cope with the high number of packets or flows in the network. If sampling is deployed

on a flow-generating device, only a subset of all packets will be observed and accounted [59].

Hence, the flow data will only contain information about the subset of sampled packets. We will

discuss sampling in more detail in Section 3.2.

Many commercial systems for working with flow data, especially with NetFlow [60] or IPFIX [55]

exist. SWITCH maintains a list of tools and platforms that are capable of generating or processing

NetFlow or IPFIX data [61]. A recent survey by Li et al. details many flow data analysis that

researchers performed on flow data in the past [62]. We will use flow data in several parts of this

thesis to analyze traffic volumes.

2.1.4.3 Packet-Level Measurements

Packet-level measurements reveal most information about the traffic in a network. A traffic analysis

system that performs packet-level measurements can observe the content of the traffic on all

available layers1. Information from packet-level measurements can be aggregated to flow-level or

link-level measurements.

Many tools for packet-level measurements exist for various purposes, such as security-related traffic

analysis, flow generation, or service-level agreement monitoring on the application layer. The

1 Encryption makes it more difficult or impossible to extract information from the payload.
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measurements are usually conducted by setting the network interface to promiscuous mode in order

to receive all packets that pass the device, in particular including packets that are not directed to the

interface.

Packet-level measurements can be conducted by devices that are connected to a span or mirroring

port on a switch or router. Or the functionality can be built into the routers or switches directly, e.g.

the NetFlow generation process in Cisco devices is a packet-level measurement that is built into the

device. Traffic analysis applications that perform tasks like signature detection require full packets,

i.e. including application layer payload. Other applications, such as flow generation, only need

packet headers to conduct their work.

Like other types of passive measurements, packet-level analysis systems have to be placed at a

location that allows them to observe traffic. Many DPI systems are located at the border(s) between

the core network and the Internet, or between internal separated networks. Other good places can

be near critical infrastructure or services in order to monitor their operation.

However, the links to the Internet are probably the most often used locations for the deployment

of dedicated packet-level monitoring systems. Activities that can be observed at the border to the

Internet cover attacks from the open Internet into the protected infrastructure as well as attacks or

malicious traffic that originates from a compromised device within the own network. For example,

infected machines within the protected network that participate in a botnet, usually connect to a

”Command & Control” (C&C) server in the Internet in order to receive commands. Since every

connection from within the network to the outside Internet can be observed at the Internet border, a

multitude of other malicious activities like scanning, spamming, or the infection of other machines

can also be detected. Researchers proposed many approaches that use DPI systems for different

tasks. We will discuss several security-related applications in Chapter 4.

Beside security monitoring, packet-level measurements are the basis for general network traffic

analysis, or they are performed in order to gain application-specific insight. Several systems aim

at providing traffic awareness to operators by analyzing and reporting information about traffic

streams in the network. Ntop [63], for example, uses packet level measurements for network

inventory, providing a recent view of active devices, employed protocols and communication

patterns in the network. Researchers at the Politecnico di Torino created tstat [64, 65], a tool that

examines network traffic for various purposes. It includes functions for general traffic analysis and

traffic classification [66], and is able to analyze certain applications such as voice- and multimedia

streaming services [67, 68].

The main focus of this thesis is on packet-level analysis systems.
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2.2 Data Preparation and Normalization

Monitoring architectures often involve multiple data sources with access to log files and traffic

measurements like the ones discussed before in this chapter. Networks often use products from

different vendors to form a heterogeneous environment. Heterogeneous environments often use

different protocols or log file formats depending on the vendors that supply equipment. Monitoring

platforms need to cope with the diversity and either provide tools that are capable of analyzing

the different formats or provide translation between data formats or data models. Many network

monitoring platforms provide integration of different data sources into a single integrated system.

A list of available platforms and tools can be found at [50].

2.3 Data Analysis

We discussed several data sources in this chapter. Many of them are located in different locations

throughout the network. An analysis that makes use of the different data sources needs mechanisms

for data fusion. Data must be either collected on a central system, or the analysis needs to be

distributed throughout multiple locations. A central collection system can be overloaded with the

overall amount of data. A distributed analysis system can be very complex and might require

the exchange of large portions of information between its distributed modules. To the best of our

knowledge, there does not exist a single system or single best practice that helps with designing a

universal network monitoring or traffic analysis system. Solutions for certain applications have been

proposed by researchers. In the field of security monitoring, for example, researchers presented

ideas for distributed solutions for intrusion detection, attack mitigation or early warning systems

such as the DIADEM Firewall [69], EMERALD [70] or CarmentiS [71].

Packet-level measurements are data sources that often provide large amounts of data. Packets are

therefore often analyzed on the system that performs the measurements. Only the results of this

analysis are then reported or transferred to another system. An example for such type of analysis

and reporting is the generation of flow data: packets are the input to the process while flows are the

result of the analysis.

However, approaches that distribute the packet-level measurements onto multiple machines exist

as well. Schneider et al. [72], Kruegel et al. [73], or Colajanni et al. [74] present approaches

for distribution of packets from a single observation point onto multiple machines. They use a

cluster-setup to reduce the load on the individual analysis systems. This traffic distribution focuses

on scenarios where no state must be exchanged between the analyzers, i.e. each of them can work

independent from the others. Vallentin et al. discuss a distributed traffic analysis system that

allows for collaboration between the analyzers [75]. The authors try to minimize the need for state

exchange between the nodes, in order to avoid performance penalties.
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Another approach that allows the distribution of packet-level analysis relies on sampling, e.g. as

defined by PSAMP [59]. Such a setup has been proposed and implemented by Münz et al. in [76].

In their architecture, a packet-level measurement process generates flow data, which contains the

payload of a carefully sampled set of packets. The flow data is then exported to a remote location

that employs the analysis system TOPAS [77, 78]. TOPAS then extracts the packet payload content,

creates new packet data and injects the crafted packets to a Snort detection process.

2.4 Result Reporting

Monitoring aims at the generation of information on a network. A human at the end of the

monitoring architecture must often interpret the generated analysis results. The generated analysis

results must often be interpreted by a human at the end of the monitoring architecture. For example,

a monitoring process that targets the identification of attacks, infection of machines, or signs of

botnet traffic, can generate a large number of alarms. Unfortunately, some of these alarms can

be triggered by benign traffic, i.e. these are false positive alarms. Human operators eventually

have to decide whether to take action or ignore the alarm. Presenting the analysis results to a

human operator in a way that enables him to react on the alarm is important for many monitoring

architectures.

The result presentation is also important for fields beyond security monitoring. If a network failure

is detected, operators must be informed about the failure and must be given the possibility to identify

the root cause of the problem. This allows them to decide on actions to resolve the problem.

Such analysis results can be presented in various ways. They can be presented in log files, reports

that are sent via emails or accessible via web front ends. In the following, we will discuss several

systems for the presentation of network flow data.

2.4.1 Visualization of Network Flow Data

Notice of adoption from previous publication: The text in this section is a modified version of

the state of the art analysis of

• Lothar Braun, Mario Volke, Johann Schlamp, Alexander von Bodisco, and Georg Carle.

“Flow-Inspector: A Framework for Visualizing Network Flow Data using Current Web

Technologies,” in First IMC Workshop on Internet Visualization (WIV 2012), Boston, MA,

November 2012. [5]

The author of this thesis provided major contribution to the analysis of the state of the art.

The need for visualization of traffic data resulted in many systems with different analysis pur-

poses. Some of them display information on traffic volumes and constituencies. NfSen [79] and
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FlowScan [80] provide mechanisms for visualizing Netflow data that is generated by monitoring

probes, routers, or switches. Their visualization methods concentrate on presenting traffic volumes

including information about the used transport protocols.

Ntop [63] is a web-based system for analyzing and visualizing traffic information and also focuses

on flow traffic analysis. It provides tools for collecting and generating flow information for its

visualization process. In addition to standard volume-based visualizations, ntop provides tools for

combining flow information with other data sources such as BGP data or IP-based geographical

information.

Other approaches do not provide web interfaces for visualizations tasks. Instead, they created

full-fledged client applications that perform the rendering. These, usually platform-depended

applications, can make use of 3D capabilities of the client systems’ graphic cards.

In [81], the authors present the client-based visualization tool FlowVis, which uses the SiLK tools

for processing NetFlow data. They provide proof-of-concept visualizations like activity plots, flow

edge bundles, and network bytes viewer. Lakkaraju et al. presented NVisionIP [82], a tool for

displaying traffic patterns in class-B networks using scatter plots and volume-based visualizations.

Yin et al. presented an animated link analysis tool for Netflow data [83], which leverages a parallel

coordinate plot to highlight dependencies in the network.

We presented another approach for visualization of flow data called “Flow-Inspector”. It is a

web-based application that provides a Javascript-based web application, that differs from the other

web-based approaches:

NfSen, FlowScan and ntop perform the visualization at server side, providing fixed images to the

user. Flow-Inspector on the other hand renders its images in a client’s browser. This allows for

providing users with a higher level of interaction.

Concerning level of interaction, Flow-Inspector is comparable to other approaches that implement

the visualization in an application that must be installed on the system. However, it has several

advantages compared to those approaches. Due to its web-based nature, any computer with a

modern browser can be used to interact with our system without any additional software installations

required. Another major advantage is the extensibility for our work: An active community of

JavaScript developers is working on visualization libraries for various purposes. Although such

libraries might aim at implementing new visualization techniques for tasks beyond network flow

analysis, corresponding approaches can often be adopted for displaying traffic data. Flow-Inspector

users can benefit from such developments due to its extensible framework that allows to easily

integrate these new visualization libraries.
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3 Packet Capture Architectures and
Performance

Traffic analysis systems can be decomposed into multiple parts. An important one is the process

of packet capture. Packet capture covers all mechanisms that are in place to transport network

packets from the network card to the analysis application. Standard network stacks found in today’s

general-purpose operating systems divide packet capture into several functions.

The performance of a capturing process depends on each of them to some extent. On the one hand,

there is the hardware that needs to capture and copy all packets from the network to memory before

the analysis can start. On the other hand, there is the driver, the operating system and traffic analysis

application that need to carefully handle the available hardware in order to achieve the best possible

packet capturing performance.

In the following, we will introduce popular capturing solutions and their components on Linux and

FreeBSD in Section 3.1.1. Afterwards, we will summarize comparisons and evaluations that have

been performed on the different solutions in Section 3.1.2.

3.1 Performance of Packet Capture Systems

Notice of adoption from previous publication: This study of related work presented in this

section was performed in 2010, and describes the state-of-the-art in software at this time. The text

is a revised version of Section 2 of

• Lothar Braun, Alexander Didebulidze, Nils Kammenhuber, and Georg Carle, “Comparing

and Improving Current Packet Capturing Solutions based on Commodity Hardware,” in

Proceedings of the 10th Annual Conference on Internet Measurement (IMC ’10), Melbourne,

Australia, Nov. 2010.” [2]

The author of this thesis conducted major parts of the research of the state of the art analysis. He

provided significant input to the analysis of the software stack of the different operating systems

and the proposed improvements. The text in this chapter received minor clarifications to the original

version from the paper.
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Figure 3.1: Subsystems involved in the capturing process

3.1.1 Solutions on Linux and FreeBSD

Advances made in hardware development in recent years such as high speed bus systems, multi-core

systems or network cards with multiple independent reception (RX) queues offer performance that

has only been offered by special purpose hardware some years ago. Meanwhile, operating systems

and hardware drivers have come to take advantage of these new technologies, thus allowing higher

capturing rates.

3.1.1.1 Hardware

The importance of carefully selecting suitable capturing hardware is well known, as research showed

that different hardware platforms can lead to different capturing performance. Schneider et al. [72]

compared capturing hardware based on Intel Xeon and AMD Opteron CPUs with otherwise similar

components. Assessing an AMD and an Intel platform of comparable computing power, they found

the AMD platform to yield better capturing results. AMD’s superior memory management and

bus contention handling mechanism was identified to be the most reasonable explanation. Since

then, Intel has introduced Quick Path Interconnect [84] in its recent processor families, which has

improved the performance of the Intel platform; however, we are not able to compare new AMD

and Intel platforms in this study due to lack of hardware. In any case, users of packet capturing

solutions should carefully choose the CPU platform, and should conduct performance tests before

buying a particular hardware platform.

Apart from the CPU, another important hardware aspect is the speed of the bus system and the used

memory. Current PCI-E buses and current memory banks allow high-speed transfer of packets from

the capturing network card into the memory and the analyzing CPUs. These hardware advances

thus have shifted the bottlenecks, which were previously located at the hardware layer, into the

software stacks.
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3.1.1.2 Software stack

Several software subsystems are involved in packet capture, as shown in Figure 3.1. Passing data

between and within the involved subsystems can be a very important performance bottleneck that

can impair capturing performance and thus lead to packet loss during capturing. We will discuss

and analyze this topic in Section 5.3.3.

A packet’s journey through the capturing system begins at the Network Interface Card (NIC).

Modern cards copy the packets into the operating systems kernel memory using Direct Memory

Access (DMA), which reduces the work the driver and thus the CPU has to perform in order to

transfer the data into memory. The driver is responsible for allocating and assigning memory pages

to the card that can be used for DMA transfer. After the card has copied the captured packets

into memory, the driver has to be informed about the new packets through a hardware interrupt.

Raising an interrupt for each incoming packet will result in packet loss, as the system gets busy

handling the interrupts (also known as an interrupt storm). This well-known issue has lead to the

development of techniques like interrupt moderation or device polling, which have been proposed

several years ago [85, 86, 87]. However, even today hardware interrupts can be a problem because

some drivers are not able to use the hardware features or do not use polling—actually, when we used

the igb driver in FreeBSD 8.0, which was released in late 2009, we experienced bad performance

due to interrupt storms. Thus, even though this issue is known to be a problem, bad capturing

performance can still be explained by bad drivers; therefore, users should check the number of

generated interrupts if high packet loss rates are observed1.

Linux provides a technique for mitigating the interrupt load called NAPI (New API). The NAPI

framework defers packet reception from the hardware interrupt handler to a later point in time. In

the beginning, hardware interrupts are enabled. If a hardware interrupt occurs, then the normal

operation of the system is suspended and the hardware interrupt handler is called. It is supposed

to fulfill its task as fast as possible in order to allow the system to resume with normal operation.

In order to achieve this goal, packet reception is deferred to a specific poll() function that must

be implemented by the driver. The hardware interrupt only schedules a call to poll, which will be

performed at a later point in time by the system. Furthermore, the hardware interrupt is expected to

disable interrupts [88]2.

As soon as the poll() function is running, it passes the received packets into the network stack of

the operating system. From there on, packets need to be passed to the monitoring application that

wants to perform some kind of analysis. The standard Linux capturing path leads to a subsystem

called PF PACKET; the corresponding system in FreeBSD is called BPF (Berkeley Packet Filter).

Improvements for both subsystems have been proposed.

1 FreeBSD will report interrupt storms via kernel messages. Linux exposes the number of interrupts via the proc file
system in /proc/interrupts.

2 Some drivers, like igb, use a hardware features called Interrupt Throttle Rate (ITR) to make the network card reduce
the number of interrupts instead.
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3.1.1.3 Software improvements

One of the most prominent replacements for PF PACKET on Linux is called PF RING and was

introduced in 2004 by Luca Deri [20]. Deri found that the standard Linux networking stack at that

time introduced some bottlenecks, which lead to packet loss during packet capture. His capturing

infrastructure was developed to remove these bottlenecks. He claimed to achieve higher capturing

rates with PF RING compared to PF PACKET when small packets are to be captured. PF RING

ships with several modified network card drivers. These are changed to directly copy packets

into PF RING and therefore completely circumvent the standard Linux networking stack. This

modification further boosts the performance for network cards that have the adapted drivers.

One important feature of PF RING is the way it exchanges packets between user space and kernel:

Monitoring applications usually access a library like libpcap [89] to retrieve captured packets

from the kernel. Libpcap is an abstraction from the operating systems’ capturing mechanisms and

allows running a capturing application on several operating systems without porting it to the special

capturing architecture. Back in 2004, the then current libpcap version 0.9.8 used a copy operation

to pass packets from the kernel to the user space on Linux. An unofficial patch against that libpcap

version from Phil Woods existed, which replaced the copy operation by a shared memory area

that was used to exchange packets between kernel and application [90]. This modification will be

called MMAP in the remainder of this work. PF RING uses a similar structure to exchange packets

by default. Libpcap version 1.0.0, which was released in late 2008, is the first version that ships

built-in shared memory (SHM) exchange support; hence the patch from Phil Woods is not longer

necessary. We will analyze the performance of these different solutions in Section 5.3.2.

All capturing mechanisms on Linux have something in common: They handle individual packets,

meaning that each operation between user space and kernel is performed on a per-packet basis.

FreeBSD packet handling differs in this point by exchanging buffers containing potentially several

packets using a module called BPF, as shown in Figure 3.2.

Both BPF as well as its improvement Zero-Copy BPF (ZCBPF) use buffers that contain multiple

packets for storing and exchanging packets between kernel and monitoring application. BPF

and ZCBPF use two buffers: The first, called HOLD buffer, is used by the application to read

packets, usually via libpcap. The other buffer, the STORE buffer, is used by the kernel to store new

incoming packets. If the application (i.e., via libpcap) has emptied the HOLD buffer, the buffers

are switched, and the STORE buffer is copied into user space. BPF uses a copy operation to switch

the buffers whereas ZCBPF has both buffers memory-mapped between the application and the

kernel. Zero-Copy BPF is expected to perform better than BPF as it removes the copy operation

between kernel and application. However, as there are fewer copy operations in FreeBSD than in

non-shared-memory packet exchange on Linux, the benefits between ZCBPF and normal BPF in

FreeBSD are expected to be smaller than in Linux with shared memory support.
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Figure 3.2: Berkeley Packet Filter and Zero Copy Berkeley Packet Filter

TNAPI is an improvement to the NAPI development by Luca Deri [91] for Linux. It introduces

certain changes to standard Linux network card drivers and can be used in conjunction with

PF RING. Usually, Linux drivers assign new memory pages to network cards for DMA after the

card copied new packets to old memory pages. The driver allocates new pages and assigns them to

the card for DMA. Deri changed this behavior in two ways: NAPI drivers receive an interrupt for

received packets and schedule a poll() call from the network stack to perform the packet processing.

Deri’s TNAPI driver creates a separate kernel thread that is only used to perform this processing.

Hence, there is always a free kernel thread that can continue, and packet processing can almost

immediately start.

The second major change is the memory handling within the driver: As soon as the thread is notified

about a new packet arrival, the new packet is copied from the DMA memory area into the PF RING

ring buffer. Usually, network drivers would allocate new memory for DMA transfer for new packets.

Deri’s drivers allocate memory once when the driver is started. It then tells the card to reuse the old

memory page, thus eliminating the necessity of allocating and assigning new memory.

Furthermore, his drivers may take advantage of multiple RX queues and multi-core systems.

Modern network card offer a feature called Message Signaled Interrupts [92]. With this feature,

they are able to deliver interrupts to specific cores. An RX queue of the NIC delivers its interrupts

to a single core on the machine. TNAPI drivers create a kernel thread for each active RX queue of

the card. Each kernel thread is bound to the CPU core that receives the interrupts for the queue.

A rather non-standard solution for wire-speed packet capture is ncap. Instead of using the operating

system’s standard packet processing software, it uses special drivers and a special capturing library.

The library allows an application to read packets from the network card directly [93].
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3.1.2 Previous Comparisons

Previous work compared the different approaches to each other. We will now summarize the

previous findings and determine which experiments we need to repeat with our hardware platforms

and new software versions. Results from related work can also give hints on further experiments

we need to conduct in order to achieve a better understanding of the involved processes.

Capturing traffic in 1 GE networks is seen as something that today’s off-the-shelf hardware is able

to do, whereas it remains a very challenging task in 10 GE networks [72]. Apart from the ten-fold

increased throughput, the difficulties also lie in the ten-fold increased packet rate, as the number

of packets to be captured per time unit is a factor that is even more important than the overall

bandwidth. As an example, capturing a 1 GE stream that consists entirely of large packets, e.g.,

1500 bytes, is easy; whereas capturing a 1 GE stream consisting entirely of small packets, e.g., 64

bytes, is a very difficult task [20, 72]. This is due to the fact that each packet, regardless of its size,

introduces a significant handling overhead.

Driver issues that arise with a high number of packets have been studied very well [85, 86, 87].

Problems concerning interrupt storms are well understood and most network cards and drivers

support mechanisms to avoid them. Such mechanisms include polling or interrupt moderation.

In 2007, Schneider et al. compared FreeBSD and Linux on Intel and AMD platforms [72]. They

determined that device polling on Linux reduces the CPU cycles within the kernel and therefore

helps to improve capturing performance. On FreeBSD however, device polling actually reduced

the performance of the capturing and furthermore reduced the stability of the system. Hence, they

recommend using the interrupt moderation facilities of the cards instead of polling on FreeBSD. In

their comparison, FreeBSD using BPF and no device polling had a better capturing performance

than Linux with PF PACKET and device polling. This trend is enforced if multiple capturing

processes are simultaneously deployed; in this case, the performance of Linux drops dramatically

due to the additional load. Schneider et al. find that capturing 1 GE in their setup is possible with

the standard facilities because they capture traffic that contains packets originated from a realistic

size distribution. However, they do not capture the maximum possible packet rate, which is about

1.488 million packets per second with 64 bytes packets [91]. Another important aspect about the

workload of Schneider et al. is that during each measurement, they send only one million packets

(repeating each measurement for 7 times). This is a very low number of packets, considering that

using 64 byte packets, it is possible to send 1.488 million packets within one second. Some of the

effects we could observe are only visible if more packets are captured. Based on their measurement

results, they recommend a huge buffer size in the kernel buffers, e.g., for the HOLD and STORE

buffers in FreeBSD, to achieve good capturing performance. We can see a clear correlation between

their recommendation and the number of packets they send per measurement and will come back to

this in Section 5.3.2.
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Deri validated PF RING against the standard Linux capturing PF PACKET in 2004 [20]. He finds

PF RING to really improve the capturing of small (64 bytes) and medium (512 bytes) packets

compared to the capturing with PF PACKET and libpcap-mmap. His findings were reproduced

by Cascallana and Lizarrondo in 2006 [94] who also found significant performance improvements

with PF RING. In contrast to Schneider et al., neither of the PF RING comparisons considers more

than one capturing process. Using TNAPI and the PF RING extensions, Deri claims to be able to

capture 1 GE packet streams with small packet sizes at wire-speed (1.488 million packets) [91].

In this thesis, we develop and implement a testing environment to compare the performance of the

different systems. We provide evaluations of the different technologies using different scenarios

with multiple application-level workloads. Our setups and findings are detailed in Chapter 5.

3.2 Sampling Algorithms

Resource exhaustion on traffic analysis systems have been an issue for a long time. As early as

1986, Minnich described the challenges of building a packet capture system, and highlighted the

performance problems of general purpose operating systems with respect to packet capture [95].

Sampling algorithms have therefore been the target of research for a very long time. Amer

and Cassel provided an overview on statistically sampling measurements for computer networks

in 1989 [96]. The scientific community provided multiple sampling algorithms throughout the

years. The measurement community even decided to standardize traffic sampling for IP packet

networks [97].

Many of these algorithms aim at extracting statistical properties of the traffic, e.g. estimates of the

number of packets, bytes or flows. Zseby provided a very good overview on sampling research

in her PhD thesis [98], and proposed sampling mechanisms for flow volume estimation and QoS

measurement applications.

This work also considers sampling for traffic analysis tasks in overload scenarios. It focuses on

DPI applications that aim at identifying very specific pieces of information from payload: security

related information in Chapter 8, information about video download traffic in Section 9, and

SSL/TLS certificates from TCP connections in Chapter 10. In contrast to applications that aim at

information about the overall population of the traffic, the aforementioned traffic analysis tasks

aim at very specific subsets of the traffic. Algorithms must carefully select the packets that contain

the information that the analysis cares for, e.g. the sampling algorithms must pick the packets

that contain SSL/TLS certificates. As every connection can potentially carry TLS/SSL traffic, we

need to inspect each connection in order to determine whether it is a TLS/SSL connection or not.

A sampling algorithm that fits our needs therefore needs to select traffic from every connection.

It is well known that random sampling algorithms have problems with catching all flows in the
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network [99]. In the following, we examine analysis methods and sampling methods that focus on

packet or payload from the beginning of connections.

3.2.1 Sampling of the First N Bytes of Traffic Flows

Notice of adoption from previous publication: The text in this section is a slightly modified

version of Section 2 of

• Lothar Braun, Gerhard Münz, and Georg Carle, “Packet Sampling for Worm and Botnet

Detection in TCP Connections,” in 12th IEEE/IFIP Symposium on Network Operations and

Management Symposium (NOMS 2010), Osaka, Japan, Apr. 2010. [1]

The author of this thesis contributed significantly to the analysis of the state of the art. The other

parts of the paper, including an explanation of the contributions of the author, can be found in

Chapter 6.

The importance of the first packets of a flow has been shown in the context of attack detection

and traffic classification. Wang et al. present PAYL, a system that searches for anomalies in the

payload of network packets in order to detect attack traffic [100]. An evaluation based on real traffic

traces shows that the detection rate does not decrease significantly if only the first 1000 bytes of

payload of each flow are analyzed instead of complete flows. On the other hand, processing time

drops dramatically due to the reduced amount of analyzed traffic. Regarding traffic classification,

Sen et al. are able to classify a flow as belonging to a P2P application after looking at the first

ten packets [101]. Won et al. show that most application signatures appear within the first five

packets of a flow [102]. The authors ascertain that analyzing all packets of the flow may even lead

to misclassifications that do not occur if only the first packets are examined.

Several other works analyzed the importance of the first few packets for behavioral traffic classifi-

cation. Berlaille et al. show that packet lengths and direction of the first four packets are a good

metric for application classification [103]. Their approach has been improved by using Markov

models on the same metrics by Münz et al. [104, 105].

Kornexel et al. introduced the Time Machine [106], which allows storing network traffic from

high-speed networks for a longer time period. In order to record large numbers of flows with limited

storage capacity, only a few kilobytes from the beginning of each (unidirectional) flow are saved.

This significantly reduces the amount of disk space due to the heavy-tailed flow length distribution.

The authors state that most of the relevant information necessary for security forensic is preserved

in the retained data, yet no evidence is provided that this assumption is valid. Maier et al. propose

to combine the Time Machine with an intrusion detection system in order to correlate ongoing

traffic with past observations [107]. The authors can show that they can improve the detection rates

of an Intrusion Detection System by using historical data that contains the start of biflows.
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This thesis will state the applicability of sampling of the first payload bytes of each biflow for

additional traffic analysis tasks in Part IV of the document. Furthermore, we present an algorithm

that performs static sampling of the first N bytes of each TCP connection using Bloom Filters in

Chapter 6.

The utilization of Bloom filters [26] and similar data structures has been proposed for various

traffic measurement purposes. Chang et al. use Bloom filters to store recent packet classification

results [108]. Kong et al. use Time-out Bloom filters (i.e., Bloom filters saving time stamps) to

sample the first packet of every observed flow [109]. The same authors combine the Time-out

Bloom filter with a Count-Min Sketch (CMS), which is a Bloom filter storing counters, to detect

port scans [110]. The usage of CMS has also been proposed for counting the number of distinct

flows [111, 112], for counting the number of packets or bytes per flow [113, 114, 115], and for

distributed traffic monitoring [116].

Whitehead et al. memorize every observed TCP SYN packet in Bloom filters to detect established

TCP connections [117]. Only packets belonging to an established TCP connection are sampled, yet

without limiting the number of sampled packets. Close to our approach is the work of Canini et al.

who use a chain of Bloom filters to sample the first J packets of every bidirectional flow [118]. The

sampling limit is expressed as the maximum number of packets, which works fine for classifying

most kinds of legitimate traffic but makes it easy for an attacker to circumvent packet selection, for

example by sending empty TCP ACK packets.

Our packet sampling algorithm aims at sampling the first N payload bytes of each TCP connection

and thus approximates the behavior of the Time Machine [106]. In contrast to the Time Machine and

Canini’s approach, our algorithm tracks the establishment and termination of every TCP connection,

which enables us to remove the saved information of terminated connections. Hence, we do not

need to reset the Bloom filters periodically. Moreover, we demonstrate the usability of our sampling

strategy for signature-based worm and botnet detection by examining real worm and botnet traffic

in Chapter 8.

3.2.2 Adaptive Sampling of the Flow Start Bytes

Notice of adoption from previous publication: The text in this section contains parts of Section

II of the previous publication:

• Lothar Braun, Cornelius Diekmann, Nils Kammenhuber, Georg Carle, “Adaptive Load-Aware

Sampling for Network Monitoring on Multicore Commodity Hardware,” in Proceedings of

the IEEE/IFIP Networking 2013, New York, NY, May 2013. [6]

The author of this thesis provided major contributions to the analysis of the state of the art. This

presentation of the related work in this section includes works that were not discussed in the

paper.
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Although previous research and this thesis finds that sampling of the first N bytes of traffic is a very

promising sampling approach, selecting an appropriate value for the per-flow sampling limit N is

difficult: if N is set too low, many interesting packets will be filtered out by the sampling process;

whereas if N is too high, system resources will be insufficient to handle all the sampled packets,

and packet loss is inevitable. Either way, interesting packets can go undetected which could have

been found with a better value for N. For attack detection, a major drawback of the approaches is

the fact that a malicious attacker can try to send N bytes of legitimate traffic before sending attack

packets, thus evading detection (see Chapter 8).

The problem of determining an optimal flow sampling limit N is challenging due to the fact that

network traffic tends to undergo dramatic fluctuations, in volume as well as in traffic mixture, on

comparably short timescales. These traffic properties result in different traffic features, which in

turn change the maximum number of bytes per flow that an intrusion detection or protocol parsing

system can handle. We therefore aim in this thesis to further extend the promising sampling idea

and propose a sampling algorithm that selects the first N bytes, but with N being continuously and

dynamically adjusted to reflect the current network and analysis workloads in Chapter 7. To the

best of our knowledge, nobody so far proposed a sampling algorithm that selects traffic from the

beginning of bi-flows and adapts the number of sampled bytes according to the needs of the target

traffic analysis application.

However, adaptive algorithms have been studied with other applications in mind. Jurga and Hulboj

provide an overview of adaptive sampling algorithms in a technical report [119]. They survey a

number of adaptive sampling algorithms and very briefly discuss their adaptation mechanisms.

Adaptive algorithms have been proposed for different goals in mind. Most commonly, they provide

an adaptation in order to cope with computational resource limitations by including the resources

into the adaptation process. Others do not explicitly model resource limitation, but try to minimize

the amount of sampled packet according to the needs of the target traffic analysis application.

Drobisz and Christensen present a adaptive sampling algorithm for the calculation of network

statistics [120]. They show that an adaptive sampling algorithm can provide more accurate estimates

for packet count means, variances, and the Hurst parameter [121]. The authors extend a static

sampling proposed by Claffy et al. [122], by modeling CPU utilization and adapting the sampling

rate depending on utilization thresholds.

Choi et al. propose an adaptive sampling algorithm for enhanced measurement accuracy [123, 124].

The algorithm divides the time into discrete intervals, and estimates the number of packets and

the squared coefficient of variation (SCV) of packet sizes. A new packet sampling probability is

calculated for the next time interval based on the packet count estimate of the previous intervals.

The authors employ an Auto-Regressive model to get good new estimates from the previous

measurement intervals.
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Zhang et al. [125] presented a sampling algorithm that is botnet-aware and tries to sample traffic

that likely belongs to a botnet, such as Command and Control traffic. The authors embed parts of

the botnet detection logic into the sampling algorithm in order to only sample packets from IPs that

show suspicious behavior. Suspicious IPs are determined by synchronized operations throughout

single time bins as well as over multiple time epochs using cross-epoch correlation. Their approach

is very application-specific and does not adapt depending on packet consumption rates.

Patcha et al. present an adaptive sampling algorithm for Denial-of-Service (DoS) attack detec-

tion [126]. They argue that a key indicator for detecting DoS attacks is to detect the absence of

self-similarity in network traffic. Their algorithm aims at sampling packets in a way that conserves

the self-similar properties in the sample. Therefore, time intervals are defined and sampling rates

are adopted for each interval. A history of the past sampling intervals are used to predict a good

value for the next interval using weighted least squares predictor. Resource constraints are not

taken into account for the determination of the sampling probability.

Hernandez et al. present two adaptive sampling algorithms for network management for time-based

sampling for SNMP-based measurements [127]. It aims at providing robust network awareness in

the events of high network usage by adapting the sampling interval: When high level of activity

on the network is detected, the algorithm shortens the sampling interval in order to provide more

accurate measurements. Low activity levels stretch the sampling interval, thus reducing the sampling

overhead. The first proposed algorithm uses linear prediction, the second uses fuzzy logic to adjust

the sampling rate.

Estan et al. [99] propose Adaptive NetFlow, an extension to NetFlow that includes adaptions of the

sampling rate depending on available computational resources. They consider memory and CPU

resources as crucial resources that need to be protected throughout the measurement process by

adapting the sampling rate. A fixed time interval has to be defined by the user along with a target

number of flows that should be sampled for each measurement interval. Adaptive NetFlow then

dynamically adapts the sampling rate to retrieve the desired number of flows and keep resource

consumption constant.

Barlet-Ros et al. [128] propose a system that adapts the sampling rate based on the needs of the

monitoring application. Their system observes traffic features and tries to determine their impact on

monitoring application by monitoring its CPU usage. Incoming packets are grouped into batches,

and several traffic features are calculated for each batch. A prediction model is used to estimate the

number of CPU cycles required to process the packet batch based on the observation of past batches.

If the predicted number of CPU cycles exceeds the number of available CPU cycles, sampling is

applied to the packet batch. The sampling rate is calculated based on the factor that the predicted

number of CPU cycles exceeds the available number of CPU cycles.

Our approach differs from the previous work in one or more of the following points: First, we do

not examine the number of CPU cycles or indicators that other system resources are exhausted. We
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focus on the observation of a single metric that reflects application load and incoming traffic in an

indirect way: the fill level of the buffer between the network stack and the analysis application. We

therefore do not care which resources is exhausted, e.g. CPU or memory, but only observe if an

application is capable to consume all the traffic. Second, we adopt the sampling rate continuously

on each packet arrival. Some of the other approaches define time windows and adopt the sampling

rate at the end of the time window. This allows for faster adoptions of the sampling rate in case of

short-lived events. Last but not least, most other approaches directly adopt the sampling rate, while

we change the sampling limit per bi-flow. Sampling rate and sampling limit are, in general, not

connected linearly, but depend on the flow length distribution.
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4 Traffic Analysis

Part IV of the thesis focuses on applications of traffic analysis systems, as well as on reporting

the results of the analysis processes to human operators. During this process, we use traffic

measurements for the tasks presented in the introduction of this thesis: analysis of video traffic

for caching benefits, security monitoring, and analysis of the currently deployed TLS/SSL PKI

infrastructure.

Security related traffic analysis processes that are used to detect botnets and malicious botnet-

related traffic are discussed in Section 4.1. Section 4.2 discusses related work on YouTube’s video

infrastructure studies and caching potentials that we build on in our work. The studies on the SSL

landscape that pre-dates our analysis are discussed in Section 4.3.

4.1 Botnet Detection in Early Packets

As previously described in Section 3.2.1, a number of work focused on the detection of malicious

traffic in the first few packets [100, 101, 102, 106, 107]. However, most approaches for botnet

detection assume that all the available traffic can be analyzed and do not make assumptions as to

where within a TCP connection or biflow malicious content can be found.

Wurzinger et al. describe a way to automatically infer Bro signatures for botnet detection from

dynamic malware analysis results [129]. They propose to automatically extract signatures for the

Bro-IDS from real botnet traffic collections. As a first step, malware is collected and executed for a

period of several days in a controlled environment. The malware is allowed to send its Command

& Control (C&C) traffic into the Internet. All outgoing and incoming traffic is recorded for the

automatic signature extraction process. Change point detection is used to identify ”relevant” traffic

patterns. These patterns will be extracted and collected in a pool of relevant patterns. The basic idea

is that important patterns will be seen often and can therefore be automatically identified, e.g. a bot

master issues a command to its botnet, which results in scanning behavior. Hierarchical clustering

is used to create behavior clusters that contain traffic patterns of similar behavior, e.g. command

and scanning, command and spamming, command and denial of service. Using a longest common

sequence algorithm, signatures can be created that match for the bot masters commands, or the bot

responses. The command and response signatures can be inferred for arbitrary C&C protocols,

e.g. IRC, HTTP, or P2P, even if the used protocol is unknown, e.g. if a custom C&C protocol
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was developed by the botnet author. The generated signatures can be loaded into the Bro-IDS

and can be then be used for online botnet detection. While they do not explicitly discuss where

these signatures are found within connections, they report on rules that match to the beginning of

incoming packets.

Similar work has been done by Rieck et al. [130], who also automatically generate signatures for

botnet traffic detection from malware sample traffic. They performed their work independently

from us and published their results one month before our publication on NOMS 2010. Rieck et

al. generate their signatures such that they match within the first few bytes of biflows, and they

build a detection system that specifically performs TCP reassembling of the first few TCP bytes.

The evaluation of their system shows that they can reliably detect the traffic of the bots from their

samples within the first 256 bytes of each biflow. This finding is linked to the process of rule

generation: The rule generation process only takes the first bytes of each flows into account, thus

producing rules that are specific for the beginning of the flows. It is unclear from their analysis

whether this good detection performance in the beginning of the flows could be achieved with the

Snort standard rules or specialized rules sets such as the one provided by EmeringThreats [131].

Münz et al. provide some insight into this question in their 2007 paper [76]. The authors examine

the Snort rule sets provided by the Sourcefire as part of the Snort distribution. They find that many

rules that specify payload patterns provide some means as to which bytes within a packet or stream

the rule could match. As little as 145 bytes per packets are necessary to be enough payload 90% of

all rules. Due to their rule analysis, the authors decide to use a sampling mechanism that exports

the first 145 bytes of every packet.

This sampling mechanism is tested against the packet trace of the DARPA Intrusion Detection

Evaluation 2000, DDos scenario 2.0.2, inside traffic [132]. The authors find that their sampling

mechanism reduces the amount of traffic that must be analyzed by 66%. Snort rules that where

applied on the sampled traffic hit 87.2% of all the alarms that would have been found if the rules

had been applied to the total traffic.

Sampling every packet with a cutoff at some payload byte has the potential to sample more of the

traffic than a sampling algorithm that selects the beginning of each flow. Kornexl et al. report on

the amount of sampled traffic for various flow cutoff values [106]. Their evaluation results show

that sampling the beginning of flows results in very large reductions of the overall traffic due to the

heavy-tailed nature of the flow-length distribution. If general Snort rules apply to the beginning of

flows, then there is an expected larger reduction in traffic that must be analyzed. This would lead to

an even further load relieve on the traffic analysis system.

Another critique on their evaluation is the use of the DARPA data set. Sommer and Paxson, for

example, argue against the use of this data set for evaluation of anomaly detection systems [133].

First, they criticize that the data set was created artificially, and contains a set of unfortunate

artifacts. Second, the data set has been created in the late 90s, before the threat of botnets became
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eminent. The evaluation therefore does not contain data on a security risk that is interesting for

many operators.

In this thesis, we discuss the matching of attack detection on rules for Snort on botnet traffic and

live traffic from real work in Chapter 8. We therefore use a data set that contains the real botnet

traffic that has been collected using dynamic malware analysis tools, and we evaluate live traffic

data from a 10GE university network tap.

4.2 Analysis of the YouTube Video Infrastructure

Notice of adoption from previous publication: The text in this section was adopted from Section

II of the paper

• Lothar Braun, Alexander Klein, Georg Carle, Helmut Reiser, and Jochen Eisl. “Analyzing

Caching Benefits for YouTube Traffic in Edge Networks - A Measurement-Based Evaluation,”

in Proceedings of the 13th IEEE/IFIP Symposium on Network Operations and Management

Symposium (NOMS 2012), Maui, Hawaii, April 2012. [4]

The author of this thesis conducted major parts of the research of the state of the art. The other

parts of the paper, including an explanation of the contributions of the author of this thesis, can be

found in Chapter 9.

Related work can be grouped into several categories: Some papers discuss on the shares of YouTube

traffic in the overall traffic mix. Others focus on YouTube traffic characteristics, YouTube’s

infrastructure, or caching of video content.

Popularity of YouTube videos has been studied from several different points of view, (e.g. [134,

135, 136, 137, 138]). One branch of papers use active crawling of YouTube sites to determine

popularity or try to find reasons for popularity of various videos [134]. Figueiredo et al. [139] focus

on popularity development over time. Their findings conclude that a lot of videos show a viral

popularity growth, indicating potentials for caching. Others find power-law patterns with truncated

tails in global video popularity distributions and predict good caching potentials [140, 137].

Video popularity has also been studied from network local perspectives [136], and local and global

video popularity have also been compared [135]. These studies show that the global popularity

of video content does not have to match the local popularity. For example, Gill et al. [135] find

that the Top 100 videos from global YouTube video rankings are viewed in their network but do

not have any significant contribution to the overall amount of YouTube traffic observed. Caching

strategies must therefore consider local popularity and view counts.

Other work tries to provide a better understanding of the YouTube web application or YouTubes’

infrastructure. Such work includes attempts to inspect YouTubes’ policies for picking local data
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centers for video downloads [141], or describe load-balancing or traffic asymmetry from the view

point of a Tier-1 provider [142]. Finamore et al. [67] assess YouTube traffic by evaluating several

YouTube traces from different networks. They study traffic and video patterns for YouTube videos

from mobile and PC-based devices, and show differences between traffic of these devices.

Ager et al. considered caching potentials for different protocols in [143] where they outline good

potentials for caching HTTP in general. Zink et al. evaluate caching of YouTube videos [136]. In

their study, the authors collect three one-week traces from a university network and use these as

input for cache simulation. The authors consider client, P2P and proxy caches and estimate cache

video hit rates. They conclude that high video hit rates can be achieved even with small caches.

We extend their work by accounting more important factors such as video encoding formats, aborted

video downloads and their impact on caches. Furthermore, we do not only consider video hit rates,

but more sophisticated metrics such as content hit rates. Using these metrics, we can show that

other caching strategies, such as chunk-wise caching strategies, provide better cache performance

than the previously proposed and evaluated caching. Our work reveals that video hit rates might

not be a good metric in measuring video cache performances, and furthermore shows that simple

non-video aware caching strategies can have negative impact on cache performance.

4.3 SSL Analysis

Notice of adoption from previous publication: The text in this section is based on the analysis

of related work published in

• Ralph Holz, Lothar Braun, Nils Kammenhuber, and Georg Carle. “The SSL Landscape -

A Thorough Analysis of the X.509 PKI Using Active and Passive Measurements” in Pro-

ceedings of the 11th Annual Internet Measurement Conference (IMC ’11), Berlin, Germany,

November 2011. [3]

It summarizes the state of the art up to the publication in 2011. The author of this thesis contributed

to the analysis of the state of the art.

Two major previous works have been published prior to our own paper at IMC 2011. Both studies

on the TLS/SSL landscape were presented while our own measurement activities were still ongoing.

They report on data sets that were obtained throughout our own measurement period.

The Electronic Frontier Foundation (EFF) presented a PKI architecture analysis at DEFCON

2010 [144] and 27C3 [145]. Both publications where given at hacker meetings and were published

as slide sets. The EFF data was made available to allow other researchers to build on their data sets.

They contain TLS/SSL certificates from active measurements that involved the full IPv4 address

space. This measurement connected to the HTTPs port on the IP addresses and tried to conduct
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a handshake. Two measurement runs were performed, the first between April and July 2010, the

second in August 2010. The presentations of the analysis results focused on the CA structure,

namely on the number and role of the Certification Authorities. Furthermore, the presenters reported

on obvious errors or unexpected findings in the collected certificates.

Our measurement technique differs significantly from the one employed by the EFF (compare

Chapter 10). Hence, we expect differences in the comparison between our data sets and the EFF

data sets. Fortunately, the EFF published their data sets, which enabled us to include their data into

our own analysis.

The second presentation was given at BlackHat 2010 [146] and Infosec 2011 [147] by Ivan Ristic.

His presentation was based on results from active measurements that were conducted in July 2010.

In the presentation at Infosec 2011, he compared his data with the one published by the EFF. Ristic’s

measurement is comparable to our own measurement technique: He employs a large number of

domain names, including the content of the Alex Top 1 million list [148]. His active measurements

queried the domains on his list for open HTTPs ports and performed a TLS/SSL handshake.

Compared to Ristic and the EFF, our own work differs in a number of points: First, we observe

the state of the TLS/SSL deployment over an extended period of time, instead of reporting on a

single deployment snapshot. Furthermore, our scans are conducted from multiple locations all

over the world. These differences allow us to estimate how users experience the TLS/SSL-secured

infrastructure in other parts of the world. We were also able to include the data from the EFF scans

into our own data sets, thus allowing us to analyze their data with our own algorithms.

Most important, we also obtain certificates from passive traffic measurements in a large university

network. We monitor all TLS/SSL connections between the network and the Internet. This allows

us to enhance our evaluation of the infrastructure with data about the actual use of the infrastructure.

Including this data into the evaluation also allows us to observe uses of TLS/SSL outside the closed

HTTPs world.
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5 Performance of Packet Capture Systems

Notice of adoption from previous publication: The text in this chapter is a revised version of

• Lothar Braun, Alexander Didebulidze, Nils Kammenhuber, and Georg Carle, “Comparing

and Improving Current Packet Capturing Solutions based on Commodity Hardware,” in

Proceedings of the 10th Annual Conference on Internet Measurement (IMC ’10), Melbourne,

Australia, Nov. 2010.” [2]

The author of this thesis provided major contributions to the design of the tests that were used to

evaluate the performance of the packet capture systems. He provided major contributions to the

development of the packzip test tool that was used as part of the evaluation tests. The test setup was

implemented as part of the master thesis of Alexander Didebulidze [149], which was supervised by

the author of this thesis. The author of this thesis contributed significantly to the interpretation and

analysis of the measurement results, to the proposed improvements and the recommendation to

users and developers.

5.1 Introduction

Packet capture is an essential part of most network monitoring and analyzing systems. A few years

ago, using specialized hardware—e.g., network monitoring cards manufactured by Endace [150]—

was mandatory for capturing Gigabit or Multi-gigabit network traffic, if little or no packet loss

was a requirement. With recent development progresses in bus systems, multi-core CPUs and

commodity network cards, nowadays off-the-shelf hardware can be used to capture network traffic

at near wire-speed with little or no packet loss in 1 GE networks, too [151, 93]. People are even

building monitoring devices based on commodity hardware that can be used to capture traffic in

10 GE networks [72, 91]

However, this is not an easy task, since it requires careful configuration and optimization of the

hardware and software components involved—even the best hardware will suffer packet loss if its

driving software stack is not able to handle the huge amount of network packets. Several subsystems

including the network card driver, the capturing stack of the operating system and the monitoring

application are involved in packet processing. If only one of these subsystems faces performance

problems, packet loss will occur, and the whole process of packet capturing will yield bad results.
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Previous work analyzed [151, 72, 94] and improved [91, 85, 20] packet capturing solutions. Com-

paring these work is quite difficult because the evaluations have been performed on different

hardware platforms and with different software versions. In addition, operating systems like Linux

and FreeBSD are subject to constant changes and improvements. Comparisons that have been

performed years ago therefore might today not be valid any longer. In fact, when we started our

capturing experiments, we were not able to reproduce the results presented in several papers. When

we dug deeper into the operating systems’ capturing processes, we found that improved drivers and

other improvements in the operating system can explain some of our results. Other differences can

be explained by the type of traffic we analyzed and by the way our capturing software works on the

application layer.

While it is not a problem to find comparisons that state the superiority of a specific capturing

solution, we had difficulties to find statements on why one solution is superior to another solution.

Information about this topic is scattered throughout different papers and web pages. Worse yet,

some information proved to be highly inconsistent, especially when from Web sources outside

academia. We therefore encountered many difficulties when debugging the performance problems

we ran into.

This thesis tries to fill the gap that we needed to step over when we set up our packet capturing

environment with Linux and FreeBSD. We evaluate and compare different capturing solutions for

both operating systems, and try to summarize the pitfalls that can lead to bad capturing performance.

Our work aims at future developers and users of capture systems and serves as a resource helping

them not to repeat the pitfalls we and other researchers have encountered.

A special focus of this work is on explaining our findings. We try to identify the major factors

that influence the performance of a capturing solution, providing users of packet capture systems

with guidelines on where to search for performance problems in their systems. Our work also

targets developers of capturing and monitoring solutions: We identify potential bottlenecks that

can lead to performance bottlenecks and thus packet loss. Finally, we propose a modification that

can be applied to popular capturing solutions. It improves capturing performance in a number of

situations.

The remainder of this chapter is organized as follows: Section 5.2 presents the test setup that

we used for our evaluation in Section 5.3. Our capturing analysis covers scheduling issues in

Section 5.3.1 and focuses on the application and operating system layer with low application load

in Section 5.3.2. Subsequently, we analyze application scenarios that pose higher load on the

system in Section 5.3.3, where we furthermore present our modifications to the capturing processes

and evaluate their influence on capturing performance. In Section 5.3.4, we move downwards

within the capturing stack and discuss driver issues. Our experiments result in recommendations for

developers and users of capturing solutions, which are presented in Section 5.4. Finally, Section 5.5

concludes the paper with a summary of our findings.
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Figure 5.1: Evaluation Setup

5.2 Test setup

In this section, we describe the hardware and software setup that we used for our evaluation. Our

test setup (see Figure 5.1) consists of five PCs, two for traffic generation, the other two for capturing,

and a fifth machine for experiment control.

The traffic generators where equipped with several network interface cards (NICs) and uses the

Linux Kernel Packet Generator [152] to generate a uniform 1 GE packet stream. It was necessary to

generate the traffic using several NICs simultaneously because the deployed cards were not able to

send out packets at maximum speed when generating small packets. Even with this setup one traffic

generator was only able to generate 1.27 million packets per seconds (pps) with the smallest packet

size. However, this packet rate was sufficient to show the bottlenecks of all analyzed systems. We

had to deploy the second generator for our experiments in Section 5.3.4, where we actually needed

wire-speed packet generation (1.488 million pps).

In contrast to [72], we did not produce a packet stream with a packet size distribution that is

common in real networks. Our goal is explicitly to study the behavior of the capturing software

stacks at high packet rates. As we did not have 10 GE hardware for our tests available, we had to

create 64 bytes packets in order to achieve a high packet rate for our 1 GE setup.

Each of our test runs is configured to produce a packet stream with a fixed number of packets per

seconds and runs over a time period of 100 seconds and is repeated for five times. As our traffic

generator is software-based and has to handle several NICs, the number of packets per second
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is not completely stable and can vary to some extend. Hence, we measure the variations in our

measurements and plot them where appropriate.

Capturing is performed with two different machines with different hardware in order to check

whether we can reproduce any special events we may observe with different processor, bus systems

and network card, too. Two Intel Xeon CPUs with 2.8 GHZ each operate the first capturing PC. It

has several network cards including an Intel Pro/1000 (82540EM), an Intel Pro /1000 (82546EB)

and a Broadcom BCM5701 all connected via a PCI-X bus. In our experiments, we only use one

NIC at a time.

The second capturing PC has an AMD Athlon 64 X2 5200+ CPU and is also equipped with several

network cards, including an Intel Pro/1000 (82541PI) and a nVidia Corporation CK804 onboard

controller. Both cards are connected via a slow PCI bus to the system. Furthermore, there are

two PCI-E based network cards connected to the system. One is an Intel Pro/1000 PT (82572EI),

the other is a Dual Port Intel Pro/1000 ET(82576). It should be noted that the AMD platform is

significantly faster than the Xeon platform.

Using different network cards and different architectures, we can check if an observed phenomenon

emerges due to a general software problem or if it is caused by a specific hardware or driver. Both

machines are build from a few years old and therefore cheap hardware, thus our machines are not

high end systems. We decided not to use more modern hardware for our testing because of the

following reasons:

• We did not have 10 GE hardware available at the time of these experiments..

• We want to identify problems in the software stack that appear when the hardware is fully

utilized. This is quite difficult to achieve with modern hardware on a 1 GE stream.

• Software problems that exist on old hardware, which monitors 1 GE packet streams, still

exist on newer hardware that monitors a 10 GE packet stream.

Both machines are installed with Ubuntu Jaunty Jackalope (9.04) with a vanilla Linux kernel

version 2.6.32. Additionally, they have an installation of FreeBSD 8.0-RELEASE for comparison

with Linux.

We perform tests with varying load at the capturing machines’ application layer in order to simulate

the CPU load of different capturing applications during monitoring. Two tools are used for our

experiments:

First, we use tcpdump 4.0.0 [153] for capturing packets and writing them to /dev/null. This

scenario emulates a simple one-threaded capturing process with very simple computations, which

thus poses almost no load on the application layer. Similar load can be expected on the capturing

thread of multi-threaded applications that have a separate thread that performs capturing only.

Examples for such multi-threaded applications are the Time Machine [106, 107] or the network

monitor VERMONT [57].
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The second application was developed by us and is called packzip. It poses variable load onto the

thread that performs the capturing. Every captured packet is copied once within the application and

is then passed to libz [154] for compression. The user can configure the compression mode from

0 (no compression) to 9 (highest compression level). Increasing the compression level increases

CPU usage and thus can be used to emulate an increased CPU load for the application processing

the packets. Such packet handling has been performed before in [151] and [72]. We used this tool

in order to make our results comparable to the results presented in this related work.

5.3 Evaluation

This section presents our analysis results of various packet capture setups involving Linux and

FreeBSD, including a performance analysis of our own proposed improvements to the Linux

capturing stack. As multi-core and multi-processor architectures are common trends, we focus in

particular on this kind of architecture. On these hardware platforms, scheduling issues arise when

multiple processes involved in packed capturing need to be distributed over several processors

or cores. We discuss this topic in Section 5.3.1. Afterwards, we focus on capturing with low

application load in Section 5.3.2 and see if we can reproduce the effects that have been observed

in the related work. In Section 5.3.3, we proceed to capturing with higher application load. We

identify bottlenecks and provide solutions that lead to improvements to the capturing process.

Finally, in Section 5.3.4 we present issues and improvements at the driver level and discuss how

driver improvements can influence and improve the capturing performance.

5.3.1 Scheduling and Packet Capturing Performance

On multi-core systems, scheduling is an important factor for packet capturing: If several threads,

such as kernel threads of the operating system and a multi-threaded capturing application in user

space are involved, distributing them among the available cores in a clever way is crucial for the

performance.

Obviously, if two processes are scheduled to run on a single core, they have to share the available

CPU time. This can lead to shortage of CPU time in one or both of the processes, and results in

packet loss if one of them cannot cope with the network speed. Additionally, the processes then

do not run simultaneously but alternately. As Schneider et al. [72] already found in their analysis,

packet loss occurs if the CPU processing limit is reached. If the kernel capturing and user space

analysis are performed on the same CPU, the following effect can be observed: The kernel thread

that handles the network card dominates the user space application because it has a higher priority.

The application has therefore only little time to process the packets; this leads to the kernel buffers

filling up. If the buffers are filled, the kernel thread will take captured packets from the card and will

throw them away because there is no more space to store them. Hence, the CPU gets busy capturing
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Figure 5.2: Scheduling effects

packets that will be immediately thrown away instead of being busy processing the already captured

packets, which would empty the buffers.

Conversely, if the processes are scheduled to run on two cores, they have more available CPU

power to each one of them and furthermore can truly run in parallel, instead of interleaving the

CPU. However, sharing data between two cores or CPUs requires memory synchronization between

both of the threads, which can lead to severe performance penalties.

Scheduling can be done in two ways: Processes can either be scheduled dynamically by the

operating system’s scheduler, or they can be statically pinned to a specific core by the user. Manual

pinning involves two necessary operations, as described in [91, 155]:

• Interrupt affinity of the network card interrupts have to be bound to one core.

• The application process must be bound to another core.

We check the influence of automatic vs. manually pinned scheduling in nearly all our experiments.

Figure 5.2 presents a measurement with 64 byte packets with varying numbers of packets per

seconds and low application load.

Experiments were run where the kernel and user space application are processed on the same core

(A:A), are pinned to run on different cores (A:B), or are scheduled automatically by the operating

system’s scheduler. Figure 5.2 shows that scheduling both processes on a single CPU results in

more captured packets compared to running both processes on different cores, when packet rates

are low. This can be explained by the small application and kernel load at these packet rates.

Here, the penalties of cache invalidation and synchronization are worse than the penalties of the

involved threads being run alternately instead of parallel. With increasing packet rate, the capturing

performance in case A:A drops significantly below that of A:B.
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Figure 5.3: Comparison of different libpcap versions on Linux

Another interesting observation can be made if automatic scheduling is used. One would expect the

scheduler to place a process on the core where it performs best, depending on system load and other

factors. However, the scheduler is not informed about the load on the application and is therefore

not able to make the right decision. As can be seen on the error bars in Figure 5.2, the decision is

not consistent over the repetitions of our experiments in all cases, as the scheduler tries to move the

processes to different cores and sometimes sticks with the wrong decision whereas sometimes it

makes a good decision.

Real capturing scenarios will almost always have a higher application load than the ones we have

shown so far. In our experiments with higher application load which we will show in Section 5.3.3,

we can almost always see that running the processes in A:B configuration results in better capturing

performance. Static pinning always outperformed automatic scheduling as the schedulers on Linux

and FreeBSD almost make wrong decisions very frequently.

5.3.2 Comparing Packet Capture Setups under Low Application Load

Applications that capture network traffic usually build on libpcap [89] as presented in Sec-

tion 3.1.1. FreeBSD 8.0 ships libpcap version 1.0.0 in its base system, and most Linux distributions

use the same or a more recent version. Not long ago, libpcap version 0.9.8 was the commonly

used version on Linux based systems and FreeBSD. As previously discussed, libpcap-0.9.8 or

libpcap-0.9.8-mmap were used in most of the earlier evaluations1.

In this work, we want to use the standard libpcap-1.0.0, which ships with a shared-memory support.

As the shared-memory extensions in libpcap 0.9.8 and 1.0.0 where developed by different people,

we first want to compare both versions. The results of this comparison are plotted in Figure 5.3 for

1 We refer the reader to Section 3.1.1 for a explanation of the differences between the original library and the MMAP
patches.
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the AMD and Xeon platforms. We can see that libpcap-0.9.8 performs slightly better on Xeon than

libpcap 1.0.0 while 1.0.0 performs better on AMD. However, both differences are rather small, so

that we decided to use the now standard 1.0.0 version for our experiments.

Having a closer look at the figure, one can see that the Xeon platform performs better than the

AMD platform. This is very surprising as the AMD system’s hardware performance is otherwise

much faster than the aged Xeon platform. Things get even weirder if we include libpcap-0.9.8

without MMAP into our comparison (not shown in our plot): As the copy operation is way more

expensive than the MMAP, one would expect MMAP to perform better than the copy operation.

This assumption is true on the Xeon platform. On the AMD platform however, we can observe

that libpcap-0.9.8 without MMAP performs better than libpcap-0.9.8-mmap or libpcap-1.0.0. This

points to some unknown performance problems that prevent the AMD system from showing its

superior hardware performance. We will find evidence of this problem throughout our analysis and

will identify the cause of the problem later in this chapter.

The next comparison is between standard Linux capturing with PF PACKET and capturing on

Linux using the PF RING extension from Deri [20]. We use Deri’s patches to libpcap-1.0.0,

which enables libpcap to read packets from PF RING. Two important PF RING parameters can be

configured. The first one is the size of the ring buffer, which can be configured in number of packets

that can be stored in the ring. Our experiments with different ring sizes reveal that in our setup,

the size of the memory-mapped area is not of much influence. We conducted similar experiments

with the sizes of Berkeley Packet Filter on FreeBSD and other buffer sizes on Linux. All these

experiments showed that increasing the buffer size beyond a certain limit does not boost capturing

performance measurably. Instead, we found evidence that too large buffers have a negative impact

on capturing performance. These findings are contrary to the findings from Schneider et al. [72],

who found large buffers to increase the capturing performance.

The biggest factor regarding the performance is our capturing application—since our hardware, at

least the AMD platform, is able to transfer all packets from the network card into memory. If the

software is able to consume and process incoming packets faster than wire-speed, the in-kernel

buffers will never fill up and there will be no packet loss. However, if the application is not able to

process the packets as fast as they come in, increasing the buffer will not help much—rather, it will

only reduce the packet loss by the number of elements that can be stored in the buffer, until the

buffer is filled.

Schneider et al. sent only 1,000,000 packets per measurement run, whereas we produce packets

with 1 GE speed (i.e., more than 100 Megabytes per second), which usually amounts to much more

than 1,000,000 packets per second, over a time interval of 100 seconds. Increasing kernel buffer

sizes to 20 megabytes, as recommended by Schneider et al., allows them to buffer a great share of

their total number of packets, but does not help much on the long term. If we increase the buffers to

the recommended size, we cannot see any significant improvements in our experiments.
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Figure 5.4: PF PACKET vs. PF RING

Buffer size can be crucial, though: This is the case when the monitoring is not able to process

packets at wire-speed, e.g., it can consume up to N packets per second (pps), and bursty Internet

traffic is captured. If this traffic transports less or equal than N pps on average but has bursts with a

higher pps rate, then having a sufficient dimensioned buffer to store the burst packets is obviously

very important.

The second important parameter is a configuration option called transparent mode. It config-

ures how PF RING handles packets:

• Transparent mode 0: Captured packets are inserted into the ring via the standard Linux socket

API.

• Transparent mode 1: The network card driver inserts the packets directly into the ring (which

requires an adopted network driver). Packets are also inserted into the standard Linux network

stack.

• Transparent mode 2: Same as mode 1, but received packets are not copied into the standard

Linux network stack (for capturing with PF RING only).

It is obvious that transparent mode 2 performs best as it is optimized for capturing. We conducted

some comparisons using different packet sizes and packets rates and indeed found PF RING to

perform best in this mode.

We expected PF RING to outperform the standard Linux capturing due to the evaluations performed

in [20] and [94] when using small packet sizes. This performance benefit should be seen with

small packets (64 bytes) and a high number of packets per second, and disappear with bigger

packet sizes. Our comparison confirms that PF RING indeed performs better than PF PACKET,

as can be seen in Figure 5.4. We can also see that PF RING is better than PF PACKET on both

systems. Furthermore, PF RING on the faster AMD hardware performs better than PF RING on

Xeon. However, the performance difference is small if one considers the significant differences in
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Figure 5.5: Linux vs. FreeBSD

hardware, which again points to some performance problems that we pointed out before. One more

observation concerns the difference between PF PACKET and PF RING within the same platform.

Although there is some difference, it is not as pronounced as in previous comparisons. We explain

this by the improvements that have been made in the capturing code of PF PACKET and within

libpcap since Deri’s and Cascallana’s evaluations in 2004 and 2006.

We now compare the measurement results of FreeBSD against the Linux measurements. FreeBSD

has two capturing mechanisms: Berkeley Packet Filter (BPF) and Zero Copy Berkeley Packet Filter

(ZCBPF) as described in Section 3.1.1. At first, we compared both against each other, but we

could not find any significant differences in any of our tests. Schneider et al. found FreeBSD to

perform amazingly good even though FreeBSD employed this packet copy operation. This might

indicate that the copy operation is indeed not a significant factor that influences the performance

of the FreeBSD capturing system. We are uncertain about the true reason for Zero Copy BPF not

performing better than BPF; therefore, we do not include ZCBPF into our further comparisons.

Our comparison with the standard BPF is shown in Figure 5.5 and presents the differences between

PF PACKET and FreeBSD. We can see some differences between capturing with PF PACKET on

Linux and capturing with BPF on FreeBSD. FreeBSD performs slightly better on both platforms,

which confirms the findings of Schneider et al. [151, 72].

Differences increase if more than one capturing process in running on the systems, as shown in

Figure 5.6. This figure shows the capturing performance of FreeBSD, Linux with PF PACKET and

Linux with PF RING capturing a packet stream of 1270 kpps on the AMD system with one, two

and three capturing processes running simultaneously.

Capturing performance on both systems decreases due to the higher CPU load due to the multiple

capturing processes. This is an obvious effect and has also been observed in [72]. Linux suffers

more from the additional capturing processes compared to FreeBSD, which has also been observed

in related work. Amazingly, Linux with PF RING does not suffer much from these performance



5 Performance of Packet Capture Systems 59

 15

 20

 25

 30

 35

 40

 45

 50

1
x
 o

n
 F

reeB
S

D

2
x
 o

n
 F

reeB
S

D

3
x
 o

n
 F

reeB
S

D

1
x
 w

ith
 P

F
_
P

A
C

K
E

T

2
x
 w

ith
 P

F
_
P

A
C

K
E

T

3
x
 w

ith
 P

F
_
P

A
C

K
E

T

1
x
 w

ith
 P

F
_
P

R
IN

G

2
x
 w

ith
 P

F
_
R

IN
G

3
x
 w

ith
 P

F
_
R

IN
G

C
ap

tu
re

d
 p

ac
k
et

s 
[%

]

Number of capturing processes on different operating systems

Figure 5.6: Capturing with multiple processes

problems and is better than FreeBSD and Linux with PF PACKET. A strange effect can be seen

if two capturing processes are run with PF PACKET: Although system load increases due to the

second capturing process, the overall capturing performances increases. This effect is only visible

on the AMD system and not on the Xeon platform and also points to the same strange effect we

have seen before and which we will explain in Section 5.3.3.

If we compare our analysis results of the different capturing solutions on FreeBSD and Linux with

the results of earlier evaluations, we can see that our results confirm several prior findings: We

can reproduce the results of Deri [20] and Cascallana [94] who found PF RING to perform better

than PF PACKET on Linux. However, we see that the difference between both capturing solutions

is not as strong as it used to be in 2004 and 2006 due to general improvements in the standard

Linux software stack. Furthermore, we can confirm the findings of Schneider et al. [72] who found

that FreeBSD outperforms Linux (with PF PACKET), especially when more than one capturing

process is involved. In contrast, our own analyses reveal that PF RING on Linux outperforms both

PF PACKET and FreeBSD. PF RING is even better than FreeBSD when more than one capturing

process is deployed, which was the strength of FreeBSD in Schneiders’ analysis [72]. We are now

comparing the capturing solutions with increased application load and check whether our findings

are still valid in such setups.

5.3.3 Comparing Packet Capture Setups under High Application Load

So far, we analyzed the capturing performance with very low load on the application by writing

captured packets to /dev/null. We now increase the application load by performing more

computational work for each packet by using the tool packzip, which compresses the captured

packets using libz [154]. The application load can be configured by changing the compression

level libz uses. Higher compression levels result in higher application load; however, the load does

not increase linearly. This can be seen at the packet drop rates in Figure 5.7.
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Figure 5.8: Packzip on 64 byte packets

The figure presents the results of the capturing process on various systems when capturing a stream

consisting of 512 and 256 bytes sized packets at maximum wire-speed at the AMD platform. It

can clearly be seen that a higher application load leads to higher packet loss. This happens on both

operating system with every capturing solution presented in Section 3.1.1, and is expected due to

our findings and the findings in related work. Packet loss kicks in as soon as the available CPU

processing power is not sufficient to process all packets. We note that FreeBSD performs worse

on our AMD platform compared to Linux with PF PACKET with higher application load. This

observation can be made throughout all our measurements in this section.

However, if we look at a packet stream that consists of 64 byte packets, we can see an amazing

effect, shown in Figure 5.8. At first, we see that the overall capturing performance is worse when

no application load (compression level 0) compared to the capturing results with 256 and 512

byte packets. This was expected because capturing a large number of (small) packets is more

difficult than small number of (big) packets. However, if application load increases, the capturing
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performance increases as well. This effect is quite paradox and points to the same strange effect

as seen in the experiments before. It can be observed with PF PACKET and with PF RING but is

limited to Linux. FreeBSD is not affected by this weird effect; instead, capturing performance is

nearly constant with increasing application load but almost always below Linux’ performance.

In order to better understand what is causing this bewildering phenomenon, we have to take a closer

look at the capturing process in Linux. An important task within the capturing chain is the passing

of a captured packet from the kernel to the application. This is done via a shared memory area

between the kernel and application within libpcap. The shared memory area is associated with a

socket, in order to allow signaling between the kernel and the application, if this is desired. We will

call this memory area SHM in the remainder of this section.

Packets are sent from kernel to user space using the following algorithm:

• The user application is ready to fetch a new packet.

• It checks SHM for new packets. If a new packet is found, it is processed.

• If no new packet is found, the system call poll() is issued in order to wait for new packets.

• The kernel receives a packet and copies it into SHM.

• The kernel “informs” the socket about the available packet; subsequently, poll() returns,

and the user application will process the packet.

This algorithm is problematic because it involves many systems calls if the application consumes

packets very quickly, which has already been found to be problematic in Deri’s prior work [20]. A

system call is a quite expensive operation as it results in a context switch, cache invalidation, new

scheduling of the process, etc. When we increase the compression level, the time spent consuming

the packets increases as well, thus less system calls are performed2. Obviously, reducing the number

of system calls is beneficial to the performance of the packet capture system.

There are several ways to achieve such a reduction. The most obvious solution to this problem

is to skip the call to poll() and to perform an active wait instead. However, this solution can

pose problems to the system: If capturing and analysis are scheduled to run on the same processor

(which is not recommended, as we pointed before), polling in a user space process eats valuable

CPU time, which the capturing thread within the kernel would need. If capturing and analysis run

on different cores, there still are penalties: The kernel and the user space application are trying

to access the same memory page, which the kernel wants to write and the user space application

wants to read. Hence, both cores or CPUs need to synchronize their memory access, continuously

leading to cache invalidations and therefore to bad performance. We patched libpcap to perform the

active wait and found some, but only little, improvement due to the reasons discussed above.

2 We confirmed this by measuring the number of calls to poll().
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Hence, we searched for ways to reduce the number of calls to poll() that do not increase the

load on the CPU. Deri already proposed the first one [20]. The basic idea is to perform a sleep

operation for several nano seconds if the SHM is found to be empty. Although the sleep operations

still implies a system call, it is way better than multiple calls to poll(), as the kernel capturing

gets some time to copy several packets into the SHM. Deri proposed an adaptive sleep interval

that is changed according to the incoming packet rate. We implemented this modification into the

libpcap for PF PACKET. We found that it is not an easy task to choose a proper sleep interval,

because sleeping too long will result in filled buffers, whereas a sleep interval that is too short will

result in too many system calls and therefore does not solve the problem. Unfortunately, the optimal

sleep interval depends on the hardware, the performed analysis and, even worse, on the observed

traffic. Hence, a good value has to be found through the end-user by experiments, which requires

quite some effort. Deri’s user space code that uses PF RING does not implement his proposed

adaptive sleep, probably due to the same reasons. Instead, poll() avoidance is achieved by calls to

sched yield(), which interrupts the application and allows the scheduler to schedule another process.

A call to pool() is only performed if several sched yield() was called for several times and still no

packets arrived. Figure 5.8 shows that the algorithm used by PF RING yield better performance

compared to the simple call to poll() with PF PACKET. However, we can also see negative effects

of calling sched yield() often.

We therefore propose a new third solution that works without the necessity to estimate a timeout

and works better than calling sched yield(): We propose to change the signalling of new incoming

packets within poll(). As of now, PF PACKET signals the arrival of every packet into the user

space. We recommend to only signal packet arrival if one of the two following conditions are

true:

• N packets are ready for consuming.

• A timeout of m microseconds has elapsed.

Using these conditions, the number of system calls to poll() is reduced dramatically. The timeout

is only necessary if less than N packets arrive within m, e.g. if the incoming packet rate is low. In

contrast to the sleep timeout discussed before, choosing m properly is not necessary to achieve

good capturing performance.

We implemented all the solutions into PF PACKET and libpcap and compared their implications

on the performance. For the sleep solutions, we determined a good timeout value by manual

experiments. The results are summarized in Figure 5.9. As we can see, the reduced number of

system calls yields a large performance boost. We can see that both timeout and our proposed

modification to PF PACKET yield about the same performance boost. Combining both is possible,

but does not result in any significant further improvements. We did not have the time to include

and evaluate the same measurements with PF RING, but we are confident that PF RING will also
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Figure 5.9: Capturing 64 byte packets with and without modifications

benefit from our proposed modification. If we look at the CPU utilization, we can see that our

proposed PF PACKET modifications yield in a lower utilized CPU.

5.3.4 Driver Improvements

In the experiments presented up to now, we were not able to process small packets at wire-speed,

even with our previous improvements. We now move further down the capturing software stack

and test driver improvements.

Deri proposed to use modified drivers in order to improve the capturing performance [91]. His

driver modifications focus on changing two things previously described:

• Create a dedicated thread for the packet consumption in the driver (respectively for every RX

queue of the card).

• Reuse DMA memory pages instead of allocating new pages for the card.

His driver modifications hence help to use the power of multi-core CPUs by spawning a kernel

thread that handles the card. This implies that no other thread is scheduled to perform the driver

tasks and ensures that there is always a free thread to handle the packets, which is good for the

overall performance. Additionally, if interrupts are bound to a given core, the driver thread will

run on the same core. It is unclear to us which of the modifications has a bigger influence on

the performance. If TNAPI is used with PF PACKET instead of PF RING, an additional copy

operation is performed to copy the packet from the DMA memory area into a new memory area.

The DMA area is reused afterwards.

We tested these improvements with different solutions on Linux but could not consider FreeBSD as

there where no modified drivers at the time this evaluation was conducted. Our comparison is plotted

in Figure 5.10. In contrast to our previous experiment, we deployed one more traffic generator,
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Figure 5.10: TNAPI with different capturing solutions on Linux

which allowed us to generate traffic at real wire-speed (i.e., 1.488 million packets). The plot shows

results on the AMD system and compares PF PACKET against our modified PF PACKET and

PF RING. As can be seen, the TNAPI-aware drivers result in improvements compared to normal

drivers. PF PACKET capturing also benefits from TNAPI, but the improvements are not very

significant.

Using TNAPI with our modified PF PACKET results in good capturing results, which are better

than the results with standard drivers and also better than the results with standard FreeBSD. The

best performance, however, can be found when TNAPI is combined with PF RING, resulting in a

capturing process that is able to capture 64 byte packets at wire-speed.

5.4 Recommendations

This section summarizes our findings and gives recommendations to users as well as system

developers. Our recommendations for developers of monitoring applications, drivers and operating

systems are listed in subsection 5.4.1. Users of capturing solutions can find advice on how to

configure their systems in subsection 5.4.2.

5.4.1 For Developers

During our evaluation and comparison, we found some bottlenecks within the software, which can

be avoided with careful programming. Developers of monitoring applications, operating systems or

drivers should consider these hints in order to increase the performance their systems provide.

Our first advice is targeted at developers of network card drivers. We were able to determine that

having a separate kernel thread that is only responsible for the network card can really help to
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improve performance. This is especially useful if more than multi-core or multi-CPU systems

are available. With current hardware platforms tending to be multi-core systems and the ongoing

trend of increasing the number of cores in a system, this feature can be expected to become even

more important in the future. In addition, reusing memory pages as DMA areas and working with

statically allocated memory blocks should be preferred over using dynamically allocated pages.

However, it is unclear to us which of this two recommendations results in the greatest performance

boosts.

Signaling between different subsystems, especially if they are driven by another thread, should

always be done for accumulated packets. This assumption is valid for all subsystems, ranging from

the driver, over the general operating system stacks, up to the user space applications. We therefore

recommend the integration of our modifications to PF PACKET into Linux.

Other areas besides packet capturing may also benefit from our modification: A generic system

call that allows to wait for one or more sockets until N elements can be read or a timeout is seen,

whichever happens first, would be a generalized interface for our modifications to PF PACKET.

Such system calls could be of use in other applications that need to process data on-line as fast as

the data arrives.

5.4.2 For Users

Configuring a capture system for optimal performance is still challenging task. It is important to

choose proper hardware that is capable of capturing the amount of traffic in high-speed networks.

The software that drives the hardware is very important for capture as well, since it highly influences

the performance of the capturing process. Our findings conclude that all parts of the software stack

have great influence on the performance—and that, unfortunately, a user has to check all of them in

order to debug performance problems.

Performance pitfalls can start at the network card drivers, if interrupt handling does not work as

expected, which we found to be true with one of the drivers we used. Checking for an unexpectedly

high number of interrupts should one of the first performance debugging steps. Here, enabling

polling on the driver could help to solve the issue. However, we found that the POLLING option, a

static compile time options for many drivers, did not improve the performance in our tests.

We also recommend using PF RING with TNAPI, as its performance is superior to the standard

capturing stack of FreeBSD or Linux. If using TNAPI or PF RING is not an option, e.g., because

there is no TNAPI-aware driver for the desired network interface card, we recommend using Linux

with our modifications to PF PACKET.

Regardless of the capturing solution used, pinning all the involved threads and processes to different

cores is highly recommended in most of the application cases. Using the default scheduler is only

recommended when low packet rates are to be captured with low load at the application layer.
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Kernel and driver threads should also be pinned to a given core if possible. This can be achieved by

explicitly setting the interrupt affinity of a network cards’ interrupt.

Finally, if it is not an option to apply one of our proposed techniques for reducing the number of

system calls (cf. Sections 5.3.3 and 5.4.1), the user should check if performance improves if he puts

a higher load on the application capturing process. As we have seen in 5.3.3, a higher application

load can reduce the number of calls to poll() and therefore improve the performance. This holds

especially for applications that do not involve much CPU workload, e.g., writing a libpcap stream

to disk.

5.5 Conclusion

This chapter summarized and compared different capturing solutions on Linux and FreeBSD,

including some improvements proposed by researchers. The study was conducted in 2010 with the

then-current software. We compared the standard capturing solutions of Linux and FreeBSD to each

other, leading to a reappraisal of past work from Schneider et al. [72] with newer versions of the

operating systems and capturing software. The evaluation revealed that FreeBSD still outperforms

standard Linux PF PACKET under low application load. FreeBSD is especially good when multiple

capturing processes are run.

Our comparison between standard Linux capturing with PF PACKET and PF RING confirmed

that performance with PF RING is still better when small packets are to be captured. However,

differences are not as big as they where in 2004 or 2006, when the last evaluations were published.

Further analyses showed that PF RING performs better than PF PACKET if multiple capturing

processes are run on the system, and that performance with PF RING is even better than FreeBSD.

During our work, we found a performance bottleneck within the standard Linux capturing facility

PF PACKET and proposed a fix for this problem. Our fix greatly improves the performance of

PF PACKET with small packets. Using our improvements, PF PACKET performs nearly as good

as PF RING.

Finally, we evaluated Luca Deri’s TNAPI driver extension for Linux and found increased perfor-

mance with all Linux capturing solutions. Best performance can be achieved if TNAPI is combined

with PF RING.

We describe a full capturing setup that follows this guidelines in Chapter 7. The chapter presents an

sampling algorithm and discusses how to optimally include the sampling into a multi-core aware

capturing architecture. Furthermore, we will provide practical evaluations of the architecture and

the sampling on real-world traffic.
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6 Static Packet Sampling

Notice of adoption from previous publication: The text in this chapter contains parts of the

paper

• Lothar Braun, Gerhard Münz, and Georg Carle, “Packet Sampling for Worm and Botnet

Detection in TCP Connections,” in 12th IEEE/IFIP Symposium on Network Operations and

Management Symposium (NOMS 2010), Osaka, Japan, Apr. 2010. [1]

The text was revised to include minor clarifications. The author of this thesis provided major contri-

butions to the design and implementation of the algorithm. An initial design and implementation of

the algorithm was presented by the author as part of his master thesis [156]. This work extends the

master thesis by a more thorough evaluation of the algorithms properties as well as its application.

The author of this thesis provided major contributions to the evaluation of the algorithm and the

interpretation of the results. Additional evaluation of the applicability of the algorithm for botnet

monitoring is presented as part of Chapter 8.

6.1 Introduction

The previous chapter provided an overview on packet capture system performance and presented

improvements to the capturing process. However, packet loss is inevitable under certain circum-

stances. Application analysis times can be significant depending on the performed analysis. In

cases where the per-packet process times exceed the packet-interarrival time, packet loss can occur.

Packet loss can have negative influence on the analysis performance of certain analyses.

To keep track of large amounts of traffic, it is possible to increase the processing capacity, for

example by deploying specialized signature matching hardware [157, 18] or by distributing packets

to multiple systems [74, 75, 158]. The disadvantage of these solutions is that they are costly. As

an alternative, we concentrate the available computing power on analyzing the most relevant part

of network traffic. For this purpose, we present a new sampling algorithm, which selects packets

carrying the first N payload bytes of every TCP connection. We expect these packets to contain

sufficient information for various payload-based analysis methods, such as detecting worm and

botnet traffic. We have given a motiviation for this assumption as part of Chapter 4.
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In order to back the claim of finding relevant parts of the traffic in the beginning of TCP connections,

and even UDP biflows, we provide several examples of traffic analysis tasks in Part IV of this

thesis. For example, we analyzed a large number of worm and botnet packet traces as a use-case

for security-monitoring. The results confirm that the majority of today’s worm and botnet traffic

can be effectively found by inspecting the early packets of each connection. Of course, this might

change in the future, so malicious content could be transmitted after a long series of legitimate data

in order to evade detection. We will discuss this problem in Section 6.3.3, and we will present a

solution in Chapter 7.

The accurate identification of packets at the beginning of a TCP connection is not trivial if only

passive traffic measurement data is available. It requires mechanisms for TCP connection tracking

and TCP stream reassembly, which are computationally complex and require a lot of memory

to save connection states and to buffer out-of-order packets. Storing the connection states in a

hash table may lead to memory exhaustion and loss of connections if the number of simultaneous

TCP connections is very high, for example during TCP scans. Furthermore, possible collisions

in the hash functions increases the complexity of inserting, querying, and deleting hash table

entries. Hardware-based solutions have been presented to cope with these problems [159], yet the

implementation of such solutions is very expensive.

We developed and implemented a novel sampling algorithm for deployment in high-speed networks

with very high packet rates and large numbers of simultaneous TCP connections. The algorithm

selects packets containing the first N payload bytes of a TCP connection by using a simplified

TCP connection tracking mechanism and Bloom filters to store the connection states. Compared

to existing solutions, the processing complexity per packet is reduced and the required amount

of memory is constant at runtime. As a downside, sampling errors may occur because of the

simplifications in the connection tracking mechanism as well as due to collisions in the hash

functions of the Bloom filters. However, our evaluation of the sampling algorithm shows that high

sampling accuracy can be achieved if the size of the Bloom filters is dimensioned appropriately.

We structure this chapter as follows: Section 6.2 presents our packet sampling algorithm, including

a description of the deployed simplified TCP connection tracking mechanism and Bloom filter

variants. In Section 6.3, we evaluate the probability of sampling errors by applying the sampling

algorithm to real traffic traces. Finally, Section 6.4 summarizes the advantages and limitations of

the proposed algorithm and gives an outlook on possible extensions.

6.2 Connection Based Packet Sampling

The algorithm presented in this section has been first presented in the author’s diploma thesis [156].

This section describes the proposed sampling algorithm, which selects those packets carrying the

first N bytes of payload of every TCP connection, which requires an appropriate TCP connection
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tracking mechanism. Our goal is to provide a sampling algorithm which decides for every single

observed packet whether it is picked or dropped. The next subsection sketches the general challenges

of TCP connection tracking and discusses the complexity of accurate TCP stream reassembly.

In Section 6.2.2, we present a simplified connection tracking scheme which is more appropriate

for connection-based packet sampling in high-speed networks as it maintains much less state

per connection. Section 6.2.3 introduces two Bloom filter variants used in our packet sampling

algorithm. The implementation details are given in Section 6.2.4, where we will describe how

to deploy these Bloom filters and how to use them to store TCP connection states. Finally, we

summarize the main properties of the proposed sampling algorithm in Section 6.2.5

6.2.1 Accurate TCP Connection Tracking

TCP connections are identified by the addresses and ports of both communication endpoints and the

protocol identifier. Start and end of a regular TCP connection are defined by SYN, FIN, and RST

packets that are exchanged during the TCP connection establishment and the termination phase.

User data is transferred during the communication phase. With help of sequence numbers, the

receiving peer is able to detect reordering, loss, and duplication of packets in the network. Packet

losses are usually rectified by retransmissions.

TCP connection tracking aims at deducing the connection state as well as the exchanged data by

analyzing TCP traffic, which has been passively monitored in the network. A complete analysis of

a TCP connection requires to detect the connection establishment and termination, to recognize

duplicate packets, and to reorder the packets according to the sequence numbers. Problems may

occur if the monitoring process does not observe all packets of the TCP connection. This may

happen due to routing changes or asymmetric routing. Additionally, it occurs quite frequently that

TCP connections are not shut down properly because of connectivity problems or because one of

the communication endpoints disappears without terminating the connection (e.g., due to a system

crash). In such situations, an external observer does not know if and when the connection endpoints

consider the TCP connection as timed out.

Apart from these general problems, performing accurate TCP connection tracking is quite complex

and consumes a certain amount of processing and memory resources for each connection. The

accurate reassembly of the exchanged data requires to maintain more or less the same information

that is also kept by one of the connection endpoints. In particular, sequence numbers need to be

examined to reorder out-of-order packets and to detect duplicates. Furthermore, a buffer is needed

to withhold a packet until all preceding packets have arrived. Consequently, accurate connection

tracking does not scale well if the number of simultaneous TCP connections is very large, as

expected in high-speed networks. Also, we have to cope with exceptional situations resulting in an

increased number of TCP connections. Examples are TCP port and network scans as well as SYN
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flooding attacks, causing large numbers of so-called half-open connections, which have to be saved

by the tracking mechanism until a time-out can be assumed.

If the exact reassembly of TCP connections is not necessary, it is possible to simplify TCP connec-

tion tracking in order to improve scalability. We present such a solution in the next subsection.

6.2.2 Simplified TCP Connection Tracking

We improve the scalability of TCP connection tracking by reducing the amount of state information

that has to be kept per connection as well as the processing complexity per packet. The goal is to

keep the decision whether to select or discard a packet as simple as possible while maintaining the

sampling accuracy at an acceptable level. Hence, the proposed solution trades sampling accuracy

off against scalability and high packet throughput.

The first simplification concerns the detection of connection establishments. Instead of looking for

complete TCP three-way handshakes, we consider one SYN packet shortly followed by a second

packet without SYN flag as indicator of a successfully established TCP connection. Both packets

have to be exchanged between the same endpoints identified by tuples of IP address and port

number. We ignore the direction of these two packets, which allows us to detect the beginning of

a connection even if we observe only one direction of the traffic, for example due to asymmetric

routing. The two packets have to be observed within a small time interval. We determined three

seconds to be an appropriate value for this parameter from network traces [156]. Hence, if only a

SYN packet is observed, the corresponding state will be automatically deleted after this time-out.

There is a small risk of handshake detection errors because we do not check if the sequence and

acknowledgement numbers of the two packets are plausible.

The second simplification concerns the connection reassembly: we do not perform any packet

reordering nor do we remove duplicated packets. We leave these tasks to the subsequent packet

analysis step (e.g., a NIDS) for which knowledge about wrong packet orders and duplicates

may even be of interest. Hence, omitting these tasks in the packet sampling algorithm does not

necessarily represent a disadvantage. More important is the influence on the sampling results.

In order to sample those packets containing the first N bytes of payload, we count the payload

lengths in the order of packet arrival without regarding sequence numbers. In the presence of packet

reordering and duplicates, we risk selecting packets which should not be sampled (false positives)

and risk dropping packets which should be sampled (false negatives). However, we expect that

these problems are not very frequent at the beginning of a TCP connection.

Finally, we consider a TCP connection to be terminated if we observe a FIN or RST packet.

Again, we do not check if the packet’s sequence number is valid, which may cause a problem.

We drop all packets observed after the FIN or RST packet. This may result in false negatives

if the sampling limit is not reached and if more data is sent from the other peer before shutting

down the connection. In order to clean up stale TCP connections which have not been terminated
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properly, an supplementary time-out mechanism needs to be implemented which removes the state

of connections with long idle times.

As we have seen, the proposed simplifications may lead to wrong sampling decisions under certain

conditions. In Section 6.3.2, we evaluate the frequency of false positives and false negatives by

comparing the results of accurate and simplified connection tracking applied to real traffic traces.

The simplified connection tracking mechanism still needs to maintain certain state information

for every connection. We need to store the arrival of the first SYN packet as well as the counter

containing the number of payload bytes to be sampled. The counter must be kept as long as packets

are sampled from the corresponding connection, which means until one of the following happens: a

FIN or RST packet is observed, the sampled packets reach the configured number of payload bytes,

or the connection is timed out.

Although the amount of state data is much smaller than in the case of accurate TCP connection

tracking, the required memory still linearly depends on the number of simultaneous TCP connec-

tions. As mentioned earlier, the number of TCP connections may grow to very large numbers in

high-speed networks or in certain attack situations. To solve this problem, we make use of Bloom

filters in which we store the connection states. As a result, the algorithm operates with a fixed

amount of memory which is independent of the number of parallel connections. The next section

introduces the utilized types of Bloom filters before Section 6.2.4 describes their deployment.

6.2.3 Bloom filters

Bloom filters have been introduced in 1970 by Burton H. Bloom [26]. A Bloom filter is a

probabilistic data structure that is capable to store information about a set of elements without

storing the elements itself. In particular, the stored information specifies whether an element is part

of the set or not. The filter is composed of a bit array and a set of hash functions that index the

individual bits. Initially, every bit in the array is set to zero, indicating that the set is empty. If a

new element is to be inserted into the set, all hash functions must be calculated for this element in

order to get all associated indexes. All corresponding bits are then set to one and the new element is

considered a part of the set. To check whether an element is part of the set, the associated indexes

are calculated in the same way in order to check the bit values. If all bits are set to one, the filter

considers the element as part of the set. If at least one of the bits is zero, the element is not part of

the set.

False positives are possible due to collisions in the hash functions, meaning that an element can

be identified as part of the set even though it has not been added to it. This happens if, and only

if, all bits associated to the queried element have been set by other elements. False negatives (i.e.,

elements which have been added to the set but cannot be identified by the Bloom filter) are not

possible.
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Memory consumption can be calculated depending on the number of used hash functions (l), the

collision probability of the hash functions (p) and the number of stored elements (k) [108]:

m = − l · k

ln
(

1− p
1
l

) (6.1)

A drawback of conventional Bloom filters is that elements cannot be deleted from the set. It is only

possible to reset the entire filter, which results in a complete loss of the stored information. For

connection tracking, however, we must be able to remove the connection state after the connection

terminated. Therefore, we use two Bloom filters variants summarized in the following.

The first variant is called Time-out Bloom filter [109]. Its array is composed of timestamps instead

of bits. In order to insert an element into the filter, the associated timestamps are overwritten with

the current time. Each element is only valid for a certain amount of time and will automatically

expire after this time span. To check if an element is still valid, the difference between the current

time and the oldest associated timestamp in the filter is compared to the given timeout.

The second Bloom filter variant is called Count-Min Sketch (CMS) [160] and associates a positive

value to each inserted element. Its array consists of counters that can be increased and decreased.

With the insertion of an element, a positive value is added to the associated counters. When

querying an element, the smallest associated counter contains the current value of the element. If

the smallest counter is zero, the element is not considered as part of the set.

We use these two filter variants to store the connection states needed to perform simplified TCP

connection tracking and to sample the first N bytes of payload per TCP connection.

6.2.4 The Algorithm

We implemented a packet sampling algorithm which selects the first packets of a TCP connection

until a maximum of N bytes of payload has been exported. The algorithm uses the simplified TCP

connection tracking mechanism presented in Section 6.2.2 and uses two Time-out Bloom filters

and one CMS to store the required connection states. We use 2-universal hash functions [161] for

the Bloom filters.

Each TCP connection is identified by the quadruple of source IP address (SA), destination IP

address (DA), source port (SP), and destination port (DP). The element stored in the filters results

from the following concatenation:

min{(SA||SP), (DA||DP)}||max{(SA||SP), (DA||DP)}

As we sort the tuple of IP address and corresponding port numerically, both directions of the TCP

connection map to the same element.
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The first Time-out Bloom filter stores the timestamps of all observed SYN packets. The CMS

stores the number of payload bytes that need to be exported for an established TCP connection.

The second Time-out Bloom filter stores the point in time at which the packet sampling for a given

TCP connection was stopped, either because the maximum number of payload bytes was reached

or because a FIN or RST packet was observed. The three filters are called start filter, export filter,

and stop filter in the remainder of this chapter.

The packet treatment of the sampling algorithm can be summarized as follows:

On the arrival of a SYN packet, the timestamp of the packet is written into the start filter and the

packet is sampled.

For any packet which is not a SYN, FIN, or RST packet, we first check, if a corresponding connection

exists in the export filter (non-zero value). If this is the case, the packet is sampled and the counters

in the export filter are decreased by the minimum of the payload length and the element’s value

currently stored in the filter. This is to ensure that the stored value does not become negative.

If the connection does not exist in the export filter, we look up the timestamps stored in the start

and stop filters. If the timestamp of the start filter is more recent than the timestamp in the stop

filter, and if the timestamp in the start filter is not older than three seconds, the packet belongs to a

new connection for which packet sampling should be started. Hence, the packet is sampled and

the maximum number of payload bytes N to be sampled minus the payload length of the packet is

inserted into the export filter. In any other case, the packet is not sampled.

On the arrival of a FIN or RST packet, we check if the connection exists in the export filter. If this

is the case, the packet is sampled and the connection is deleted from the export filter by subtracting

the current element’s value from the associated counters. In addition, the timestamp of the packet is

saved in the stop filter. If the connection is not included in the export filter, the FIN or RST packet

is not sampled.

As already mentioned, collisions may lead to corrupt information stored in the filters. Consequences

are sampling errors in the form of packets which are sampled although they should not (false

positives) and packets which are dropped although they should be sampled (false negatives). In

Section 6.3.2, we assess the number of sampling errors by applying the algorithm to real traffic

traces. Furthermore, we evaluate how many errors are caused by the simplified TCP connection

tracking mechanism and how this number increases due to collisions in the hash functions of the

Bloom filters.

6.2.5 Main Properties of the Sampling Algorithm

Our sampling algorithm approximately samples the first N bytes of payload per TCP connection.

Therefore, it implements a simplified TCP connection tracking mechanism which requires less

memory per connection state than accurate connection tracking. Since the connection states are
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Table 6.1: Properties of Network Traces
Property Twente Munich
Duration (minutes) 15 87
Packets 16,714,065 10,810,511
TCP packets 11,534,706 10,491,400
TCP connections 35,413 18,524
Size 10.2 GB 10.9 GB
TCP data 8.9 GB 10.7 GB

stored in Bloom filter structures, the memory consumption stays constant during runtime. The

computational complexity per packet is constant and does not depend on the number of simultaneous

TCP connections or the filling level of the filters. Stale connections may lead to false positives

in other connections, yet do not occupy any additional memory. Similarly, TCP scans and SYN

flooding attacks fill the start filter and may result in false positives in other connections. However,

the required memory remains constant again. In general, the collision probability increases with

increasing number of simultaneous connections stored in the filters, which may degrade the

sampling accuracy depending on the order of packet arrival.

The Time Machine [106] stores a few kilobytes per unidirectional flow, counting packet headers

and payload. In contrast, we restrict the total number of payload bytes sampled in both direction.

Hence, if the sampling limit is reached, sampling stops for the entire TCP connection, which is

useful if both directions are jointly analyzed, such as in an NIDS. Furthermore, counting payload

lengths instead of packet lengths is advantageous since empty packets will be selected without

decreasing the number of bytes still to be sampled. As the Time Machine uses hash tables to store

the state of each flow, it requires variable amount of memory and does not scale well if the number

of simultaneous flows becomes very high.

The main difference to Canini’s approach [118], see Section 3.2.1, is that we count payload bytes

instead of packets. Since byte counters are several magnitudes larger than packet counters, Canini’s

approach cannot be adopted to achieve our sampling goal.

6.3 Evaluation

In this section, we evaluate the accuracy of the proposed sampling algorithm by applying it to real

traffic traces. Section 6.3.1 gives some details about the traces. In Section 6.3.2, we determine

which kind of errors and how many of them actually occur depending on different parameter

settings. Finally, we discuss possible ways to evade packet sampling in Section 6.3.3.
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Figure 6.1: Amount of sampled traffic

6.3.1 Traces Used in Evaluation

We evaluate our algorithms using two traffic traces. The first one was captured at the access link of

a student residence at the University of Twente [162]. The second trace file has been recorded in

the network of our research group at the Technische Universität München. The two traces will be

called Twente trace and Munich trace in the following. Some properties of the traces are listed in

Table 6.1.

We implemented a reference algorithm which provides accurate TCP connection tracking, packet

reordering and removal of duplicate packets to identify those packets which should be sampled

depending on the sampling limit N. Figure 6.1 shows the amount of traffic (including packet

headers) sampled by the reference algorithm. As expected, the overall amount of sampled traffic

increases for larger values of N. However, the amount of sampled traffic is very small compared

to the amount of TCP traffic in the original traces, which confirms the observations of previous

work [106]. In the case of the Twente trace, between 476,817 ( N = 1kB) and 512,334 (N = 25kB)

packets are sampled. The amount of sampled TCP data is between 44 MB and 189MB, representing

0.5% to 2.1% of the TCP traffic volume. In the case of the Munich trace, the data reduction is

even larger: Between 314,063 and 326,742 TCP packets are sampled, corresponding to only 25MB

(about 0.2%) to 81MB (about 0.8%) of the TCP traffic. This was expected because the Munich

trace contains about half as many TCP connections as the Twente trace at a comparable number of

TCP packets. Thus, TCP connections in the Munich trace are longer and contain more packets on

average, which increases the effect of the packet sampling.

6.3.2 Empirical Analysis of Sampling Errors

In Section 6.2.2, we discussed under which conditions the simplified connection tracking mechanism

may cause sampling errors. Additional errors may be caused by the utilization of Bloom filters

due to collisions in the hash functions. The goal of our evaluation is to assess how many sampling
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errors are caused by simplified connection tracking and how many errors go back to the Bloom

filters. Therefore, we implemented a second variant of the algorithm described in Section 6.2.4

which stores the same connection state information in hash tables with concatenated lists instead

of Bloom filters. In various experiments, we determined the numbers of false positives and false

negatives for both implementations, taking the output of the reference algorithm as ground truth.

Since the number of hash functions influences the computing cost, a small number of hash functions

is desired. On the other hand, a large number of hash functions reduces the probability of collisions.

We found that l = 3 hash functions is a good trade-off between computational complexity and

collision probability [156].

We dimension the Bloom filters for the expected number of connections to be stored simultaneously.

In practice, this value needs to be estimated or determined empirically. For our evaluation, we

can obtain it with help of the hash table based variant of our sampling algorithm. The maximum

number of simultaneous connections that need to be stored in the hash table is 4573 for Twente

trace and 1150 for Munich trace. On average, however, only about 1168 and 248 connections are

stored, respectively.

Using equation (6.1), we calculate the necessary minimum filter sizes for which the expected

collision probability does not exceed 10% (p = 0.1). Based on the results, we use filter sizes of

5800 entries for Twente trace and 1200 entries for Munich trace in the following.

We determine the overall number of sampling errors (false positives and false negatives) for both

variants of the algorithm. Figure 6.2 shows the results in dependence of the sampling limit N. As

can be seen, more sampling errors occur in the Twente trace than in the Munich trace, which can be

explained by the larger number of TCP connections in the Twente trace. For both variants of the

algorithm, the number of errors increases for larger N.

In the case of the hash table based algorithm, the errors may only result from simplified TCP

connection tracking. With increasing N, more packets need to be selected by the sampling algorithm,

thus more duplicate packets and wrongly ordered packets can turn into sampling errors. The error
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rate is small compared to the overall number of packets in the traces. If 1kB of payload is sampled

per connections in the Twente trace, only 30,130 and 30,694 errors are produced by the hash

table based variant and the Bloom filter variant of the sampling algorithm, respectively. This

corresponds to 7.35% and 7.36% with respect to the number of sampled packets, and to about

0.26% of the total number of 11.5 million TCP packets in the trace. With a sampling limit of

N = 25kB, the numbers increase to 59,789 (11.6%) and 73,925 (14.4%). Regarding the Munich

trace, the difference between the two versions of the algorithm is quite small as well. The hash

table based variant causes between 23,106 (6.3%) and 36,601 (11.2%) errors for N = 1kB and

N = 25kB, respectively. With Bloom filters, the figures are 23,131 (6.4%) and 38,156 (11.6%).

Apparently, the impact of collisions in the hash functions on the sampling results is smaller than for

the Twente trace, which can be explained by different traffic characteristics.

In summary, it can be said that most sampling errors go back to simplified TCP connection tracking.

Such errors also occur with other sampling approaches not performing accurate TCP connection

tracking, such as the Time Machine. The utilization of Bloom filters increases the sampling errors

by 0.1% to 24%, depending on the traffic.

For the Twente trace, Figure 6.3 differentiates the sampling errors of the Bloom filter based variant

into false negatives and false positives. Most of the errors are false negatives. The likely reason is

that packets are retransmitted within the first N bytes of the connection.

Note that we do not count the sampling of a duplicate packet as error because it transports payload

within the first N bytes of the connection. However, the missed packets that amount because of the

duplicate packets being sampled will be accounted as false negatives.

Now, we evaluate how the number of errors evolves if smaller or larger Bloom filter sizes are chosen.

This occurs in situations in which many more parallel connections are observed than expected.

Figure 6.4 shows the sampling errors for filter sizes in the range of 2000 to 9000 entries. The

sampling limit is set to N = 5kB. As expected, smaller filter sizes result in more sampling errors,

reaching 76,815 sampling errors for m = 2000, which still corresponds to a quite small proportion

of 2.24% of all TCP packets. For larger filter sizes (N > 9000), the number of errors falls below

47,450 and approaches the number of errors of the hash-based variant of the algorithm (46,548).

This means that the impact of the Bloom filters becomes very small.

More important is the observation that the number of errors increases only gradually with decreased

filter sizes. Hence, in situations where packets have to be sampled from many more simultaneous

connections than originally expected, our sampling algorithm still operates properly, yet at an

increased error rate.
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Figure 6.4: Influence of Bloom filter size

6.3.3 Evading Packet Selection

Evading packet selection, and thus hiding the evaded packets from the analysis, is a potential

problem for certain analysis tasks. The most important task related to this problem is security

monitoring: an attacker has an interest to hide its attack traffic from an intrusion detection system

in order to evade detection and counter measures from the network operators.

An attacker being aware of the sampling strategy could try to evade packet selection and detection

in three different ways. Firstly, he could locate the malicious part of payload beyond the first N

bytes of a TCP connection. This is a general problem that also affects similar approaches such as

the Time Machine.

Secondly, he could trick the simplified TCP connection tracking mechanism by inserting packets

with identical addresses and ports but invalid sequence numbers as described in Section 6.2.2.

Although discarded by the receiver, such packets will be sampled if they are observed within the

sampling limit, possibly causing the dropping of later packets with valid sequence numbers that

should be sampled. Again, related work such as the Time Machine cannot cope with this kind of

evasion, either.

The attacker may also attack the sampling algorithm itself, for example by performing a TCP

scan in order to poison the values stored in the start filter. This may lead to connections being

erroneously added to the export filter causing false positives and an increased sampling rate which

risks to overload the analysis system. However, as all SYN packets are sampled, such an attack will

be detected. Moreover, the disturbing effect on the sampling result is temporary, which means that

the false positive rate will decline to normal level after the scan is over.

Finally, our sampling only selects TCP traffic. If an attacker is able to exploit a security hole by

sending traffic in UDP packets, he will not be seen by an intrusion detection system.
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To make evasion more difficult, we can dynamically vary N over time to make the sampling

limit less predictable. For example, we can choose different values for N depending on some

predefined filters, for example in order to sample fewer packets exchanged between trustworthy

endpoints. A more sophisticated solution would be to vary N depending on the current load on the

detection system. Chapter 7 will present an algorithm that tries to mitigate some of these problems

by introducing a dynamic component that varies the sampling limit depending on the resources

available for traffic analysis.

6.4 Conclusion

We have presented a sampling algorithm that selects packets containing the first N payload bytes of

each TCP connection.

The sampling algorithm makes use of a simplified TCP connection tracking mechanism and Bloom

filters to store the required connection states. Hence, memory consumption remains constant during

runtime, which means that packet losses due to memory exhaustion may not occur. Moreover, the

computational complexity per packet is constant and independent of the observed traffic. Thus, the

algorithm can be efficiently implemented in software or hardware to sample traffic at high-speed

links and pass the selected packets to a subsequent detection system.

An empirical evaluation of the sampling algorithm shows that the number of sampling errors is small

and rarely affected by collisions in the Bloom filters if their sizes are appropriately dimensioned

for the average number of simultaneous TCP connections. Under extreme conditions with an

unexpectedly high number of connections, the number of sampling errors increases slowly without

affecting the function of the sampling algorithm.

Although we have only considered TCP connections in this chapter, it would be possible to extend

the sampling mechanism for UDP flows, too. In this case, however, we cannot profit from flags

indicating the beginning and end of a connection. Chapter 7 will present a sampling algorithm that

works agnostic to the used transport protocol and addresses some of the problems discussed in

Section 6.3.3.

In Chapter 8, we will provide and analysis of real worm and botnet traffic with Snort that evaluates

the applicability of our sampling for worm and botnet detection. We will show that the large majority

of the signatures are found within the first few kilobytes of payload. Hence, our algorithm can be

deployed to reduce the load of the NIDS without degrading the detection results significantly.
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Notice of adoption from previous publication: The text in this chapter contains an extended

version of the paper

• Lothar Braun, Cornelius Diekmann, Nils Kammenhuber, Georg Carle, “Adaptive Load-Aware

Sampling for Network Monitoring on Multicore Commodity Hardware,” in Proceedings of

the IEEE/IFIP Networking 2013, New York, NY, May 2013. [6]

The original text from the paper was extended with further information and explanations. A new

section on traffic analysis applications and traffic properties was added (Section 7.2). The author

of this thesis provided major contributions to the design and implementation of the monitoring

architecture and evaluation setup. He developed the concept of using the buffer fill level as an

indicator for application performance and network traffic variability, including the idea to adopt

the sampling limit based on the observation of the buffer fill level through a sampling process as

part of packet capture system. The implementation of the concept was conducted as part of the

Interdisciplinary Project (IDP) of Cornelius Diekmann [163] under the supervision of the author

of this thesis. The author of this thesis provided major contributions to the evaluation and the

interpretation of the analysis results.

7.1 Introduction

Section 6.3.3 detailed possible problems with a static sampling approach. One of the major concerns

is the requirement for a user to pick an appropriate number of bytes N to sample, as well as the fact

that no payload beyond that N will be sampled. In this chapter, we present an adaptive load-aware

sampling algorithm that is suitable for security monitoring in single-core and multi-core monitoring

environments. Our algorithm adapts the number of packets to be sampled according to the currently

observed network traffic and the workload patterns of the analysis processes by adapting the

sampling limit dynamically. It aims at fully utilizing the available hardware resources, while at

the same time trying to sample those packets that are most likely to contain “interesting” content.

Fully utilizing the available hardware requires the exploitation of current multi-core hardware. We

therefore also focus on an integrated approach that combines our proposed sampling algorithm with

current multi-core aware capturing setups, and discuss how to integrate our work into the systems

presented in previous work.
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Table 7.1: Network Properties
Network Name Physical Link Speed Observed IPs in Monitoring Period
Network A 1 GBit 100,404
Network B 2 x 10 GBit 26,394,883
Network C 2 x 10 GBit 218,850

Another shortcoming discussed in the previous chapter is the limitation of our proposed algorithm

to sampling of TCP connections. Certain traffic analyses can benefit from the inclusion of UDP

traffic into the analysis, e.g. security monitoring as we will present in Chapter 8. Hence, we aim at

an algorithm that can sample from UDP traffic a well.

The remainder of this chapter is structured as follows. Section 7.2 discusses the variability in

network traffic over time, and analyzes the behavior of well-known monitoring applications with

respect to packet processing times. Section 7.3 introduces the algorithm and describes the capturing

architecture that is used to drive the sampling and the analysis process. It covers the problems of

capturing and distributing traffic from the network interfaces onto several application instances.

Section 7.4 presents the evaluation of our monitoring setup using real-world online traffic from a

10 Gbit/s Internet uplink. We summarize our findings in Section 7.5.

7.2 Traffic Volumes and Application Behavior

A dynamic sampling algorithm has to cope with two different variables: the incoming traffic rate

and the rate of packet consumption in the application. In this section, we will study traffic volumes

and their dynamics to understand how volumes can change. Furthermore, we inspect certain traffic

analysis tools and their packet processing times.

7.2.1 Measurements of Traffic Volumes

Variability in network traffic can be discussed over long-term and short-term periods. Literature

describes variability depending on the time of the day or the week-day [164, 165], or on very

short time scales [166]. The variability influences the proper choice of the dynamic sampling

limit. It limit is influenced by multiple factors: first, the number of bytes or packets on a link

influence, second the distribution of packets and bytes on the flows. In this section, we study traffic

over long-term (as in multiple days) and short-term intervals (as within several hours) in different

networks to gain a good understanding of the dynamics in these networks.

For our analysis, we have IPFIX or NetFlow data from three networks. We generate time-series

information from that data using uniform counter distribution for flows that cross time bucket
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Table 7.2: Traffic Volumes
Network Name Flow Count Packet Count Byte Count
Network A 17,231,625 1,558,838,410 1.47 TB
Network B 701,980,144 549,903,267,678 548.94 TB
Network C 2,876,372,134 176,895,562,136 116.06 TB

borders as described in RFC 7015 [167]. All three networks have a different size, as in internal

hosts, and bandwidth usage on the monitored link.

Table 7.1 lists the relevant properties of the networks. The first network, Network A, is a comparably

small network of the networking group at TUM. Network B is a large university network that

includes network A. Network C contains data in the data center of a enterprise network. The

observation points of Network A and B where located at the upstream links of the respective

networks to the Internet. Network C was monitored on two links located near the server farms of

the data center. The flow data in Network C contains mostly client requests from remote offices to

the different application services that are located on the server farms.

The networks differ in size and purpose. Network A is the smallest network that spans three class

C networks. The flow data involves communication between more than 100,000 IP addresses,

which have exchanged packets with the systems in the network. Network B is a large scientific

network that hosts more than 100,000 devices and spans several class B networks. Packets in this

environment have been exchanged between more than 26 million distinct IPs. Flows in Network

C involve more than 200,000 devices which acted as servers from within the data centers and the

clients in the remote locations.

We collected the flow data over a period of one week in July 2013. The measurement interval spans

the days from Monday through Sunday. Table 7.2 shows the overall amount of traffic and flows

that have been collected throughout this period.

A close look at the numbers provides some interesting insight. The smallest network, as expected,

transported the smallest number of flows, packets and bytes over the monitoring period. Over 17

million flows transported roughly 1.5 TB of traffic over the 1 GBit link between the 100,000 IP

addresses. Network B, the largest network, transported over 500 TB of traffic in over 700 million

flows. When we compare Network C with Network A and B, however, we can make several

interesting observations:

At first, the number of total flows exceeds the flow counts in the other networks by large quantities.

This finding is not surprising when Network C is compared to Network A: The traffic of Network

C involves double as many end systems compared to the small network.

The comparison with Network B is very interesting, however: Network B’s flow data involves over

two orders of magnitude more IP addresses than that of Network C. Network B exchanges roughly
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Figure 7.1: Number of flows over time

three times more packets and bytes over the monitored links. However, Network C observes around

4 times as many flows than Network B.

Figure 7.1 displays the number of flows over time. We can easily see several trends in the figure,

especially in networks B and C. Both have clear indications of day-night patterns as well as week-

day and weekend patterns. The weekday and weekend pattern is especially visible in network C: Its

main source of traffic is related to business applications, which are limited to the workdays of the

week. Network B contains several student dorms and computing clusters which generate a certain

amount of traffic through the weekends, resulting in smaller differences between workdays and

week ends.

Interestingly, the number of flows in network C exceeds the number of flows in Network B by an

order of magnitude. There are two explanations for this finding. The first one is due to the location

of the observation points: Network B is monitored at the border gateway router, while Network C is

monitored deep within the internal network. Hence, Network C’s flows include internal file server,

DNS, DHCP and other traffic that is known to have short average flow lengths. The second reason

is due to the measurement process. In Network B, the border router generates flow data while in

Network C flow data was generated with our software-probe VERMONT [57]. The configuration

of the systems differed in active and inactive timeouts. Both were shorter in Network C than in

Network B.
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Figure 7.2: Number of bytes over time

A close look at the byte counters observed over time, which are very important for DPI-based

applications, reveals counter values that correlate with the network size. Figure 7.2 provides the

details on byte counters on the monitored links. Network B, with many more hosts communicating

with each other, produces much more traffic than Network C at all times. Network A, again as

expected, exchanged far less traffic over the observation point than both other networks. Each data

point in the graphs represents the traffic in a one-hour period. A close look at Network B shows

that traffic levels in two following hours can change dramatically. Network A observes even bigger

changes, however traffic levels over all are much smaller. Combined with the data provided by

the flow counters, we can see that certain variation in the sampling limit is inevitable to provide a

constant input to the analysis system in the long run.

The previous statistics can give a feeling for developments in flow and traffic volumes over a long

period of time. Short-term bursts are another source of events that can require changes to the

sampling limit. We collected a PCAP trace of traffic from one /16 subnet from Network B on

Monday, August 26th 2013. The trace spans a time period of two hours and about 96.5 million

packets.

Figure 7.3 shows the packet rate in this trace for time bins of one second. We can see that the

observed packet rate varies between more than 35,000 and 1,000 packets per second. This packet

rate is only a small share of the overall packet rate observed on the link, as will be seen in Section 7.4.
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Figure 7.3: Packet per second in Network B trace

The changes in the packet rate in two adjacent one-second intervals can vary greatly, pointing to

the burstiness of the traffic. A notable increase in the rate can be seen at around 10 a.m. Here, the

packet rate increases for several minutes to a higher rate, before dropping eventually. Our sampling

algorithm is required to cope with such events in order to avoid overflowing buffers in the traffic

analysis application.

Network traffic, however, is not the only factor for traffic analysis performance. Many applications

do not perform the same operation on every packet. Instead, the packet content often decides on

how the packet is handled. Signature-based regular expression matching in intrusion detection

systems is an example for this kind of content-based packet handling: Certain rules can be applied

to all packets, others are specific for an application layer protocol and are only applied to packets

that belong to the protocol.

7.2.2 Packet Processing Time of Analysis Applications

Traffic analysis applications provide numerous different functions for operators and researchers.

These functions can range from dumping traffic to disks, providing statistics on traffic volumes, to

full-scale payload inspection using regular expression matching. All these tasks pose different loads

on CPUs and require different amounts of state to be tracked during the analysis. Hence, they have

different requirements for hardware speed and size. We present the traffic analysis performance

of different applications that perform packet-level measurements in order to quantify differences

between the analysis tasks.

We use the full-packet trace from the previous section to test the packet processing times of several

analysis applications. Table 7.3 shows the list of tested applications. The tools perform different

tasks, such as network header analysis, packet dumping to disk, or regular expression matching.

We chose the applications and tasks according expectation of the performance of the analysis task:

low, medium, and high per-packet processing time.

tcpdump was chosen for an example of the low-effort category. The application is tested in two

different configurations: in the first, it reads the packets and writes them to /dev/null without further
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Table 7.3: Traffic Analysis Applications
Application Name Configuration Expected Analysis Effort
tcpdump Dump to /dev/null Low
tcpdump Header Analysis Low
Snort Small rule set Medium
Tstat Standard configuration Medium
Bro IDS Standard configuration High
Snort Large rule set High

examination of the content of the packets. This configuration conforms to the testing behavior in

Chapter 5, and has been used in several comparisons presented in the analysis of related work in

Chapter 3. The second setup adds additional packet handling functions to tcpdump. Instead of

writing the packet contents to /dev/null, the packet content is inspected. The inspection consists

of parsing of the network and transport header, as well as some additional calculation for TCP

streams. These include the analysis of TCP sequence numbers in order to calculate relative sequence

numbers that can lead to a simpler analysis of the sequence number development by a human. The

output is written to stdout, which is in this experiment redirected to /dev/null. Compared to the first

configuration of tcpdump, this setup requires the management of certain state within the application,

as well as operations on the packet contents.

The medium-effort category is filled by two applications: snort and tstat. Snort is a very flexible

intrusion detection system, which parses packets and matches captured packets against a config-

urable rule set. The performance of snort depends on the size and types of the rule sets and the

configuration that comes along with them. Our setup configuration contains only very few rules

that lack pattern matching but only match on IP addresses. The rule set is described in more detail

in Section 7.4.1. Tstat is a TCP statistics tool written in C that examines all packets on the network

in order to generate statistics. It provides mechanisms for inspecting network and transport level

protocols, as well as support for application identification and can determine and log properties

of certain applications such as video downloads or internet telephony. We run it in the standard

configuration to output the default set of statistics.

The high-effort class also contains two different applications: snort and the Bro IDS. Snort is the

same tool as the one used in the medium-effort class, but run with a larger rule set that contains a lot

of pattern matching rules. Bro is an intrusion detection and protocol parsing system that consists of

a C++-based backend for packet consumption as well as a dynamic scripting language that can be

used to implement sophisticated protocol-specific analysis methods [168]. It provides functionality

for TCP reassembling [159], application layer payload identification [169], and many application

layer analysis modules [170]. We consider the per-packet effort of the system as high due to its rich

functionality that is enabled in the default configuration.

In order to measure the per-packet processing times, we added measurement code to the applications.

All tools rely on the libpcap [89] library for packet acquisition. We modified a copy of libpcap
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Figure 7.4: Packet consumption timings of different applications

1.4.0 so that it creates timestamps for each packet when they are read from a PCAP file. As the

measurement code can add certain additional delay to the per-packet processing times, we tried

to minimize the measurement effort, as well as the required state for measurements. In order

to achieve this goal, we generated and dumped statistics for batches of packets: Our algorithm

calculates the average packet-processing time as well as the variance using well-known online

calculation algorithms [171]. We calculate these values for each batch of 100,000 packets and

dump the resulting data points to a statistics file.

Figure 7.4 shows the results of the test runs, grouped by the average packet processing times.

Applications with an average processing time below 20 microseconds per packet over the complete

trace are shown in Figure 7.4a. All others are grouped into Figure 7.4b.

The grouping by results reveals an interesting observation: Tcpdump in packet header parsing

configuration is not part of Figure 7.4a, but was assigned to the slow applications. While the

processing times at the beginning of the trace are very low, and therefore match our expectations,

they increase throughout the processing of the trace. At the end of the trace, they are even higher

than those of the other applications. A look at the source code of tcpdump reveals the reason for

this: Tcpdump tracks state on TCP connections in order to calculate relative sequence numbers. It

uses a very small hash table and uses linear search in case of collisions. Furthermore, tcpdump does

not free state about TCP connections once it is established. Over the course of the trace, the hash

table fills up and tcpdump spends an increasing amount of time with linear search on the table.

All other applications show packet-processing behavior that is in accordance to the expectation.

Tcpdump in the non-parsing configuration shows the smallest workload as it drops all the packets1.

Tstat requires some more effort to create and maintain the statistics. It also tracks state about the

observed connections and flows in order to generate its statistics. However, the state is managed in

1 Please note that although tcpdumps discards the packet, it will nonetheless issue a write system call on a file descriptor
that links to /dev/null eventually.
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Figure 7.5: Standard error of packet consumption times.

a way that does not yield in relevant negative impact to the performance of the system. A likely

reason for this is that tstat employs a bigger hash table that yields fewer collisions. For tstat, we can

observe spikes in the average processing times.

Snort in its lightweight configuration also provides small processing times lower than 20 microsec-

onds on average. The application requires more time than the previous two applications, and also

shows more variability in the processing times. The reason for this is the way Snort decides when

to match packets against its rules: in order to minimize the effort of pattern matching, patterns can

be restricted to certain ports or application protocols. Snort’s per-packet consumption performance

therefore highly depends on the incoming traffic, which can vary significantly. Figure 7.4a shows a

peak in the processing time for snort around 40 million packets into the trace that lasts for a longer

time.

The results for Bro and Snort in Figure 7.4b are only of little surprise. Snort has larger average

processing times, which matches the assumption that a larger rule set requires more processing

time. Bro has surprisingly good processing times at the beginning of the trace. However average

processing times increase throughout the trace, and they become more variable.

This impression increases when we examine the standard error of the average processing time.

Figure 7.5 details the standard error for each block of 100,000 packets for all applications. Bro’s

standard error is shown in Figure 7.5b. We can see that the standard error in the beginning of the

trace is almost constant and fairly low. During the second half of the trace, however, we can see

that Bro’s average packet processing time has a very high standard error. The reader should note

that the figure is capped and the actual error values are higher than plotted. It is unclear which

effects are responsible the increasing standard error.Increases in the standard errors can also be

found within the groups of fast applications in Figure 7.5a. While the increases in the errors are not

as heavy as the ones observed for the slower applications, we can however see regular spikes of

increased errors. Especially tstat shows periodic increases. As before, the exact reasons for the
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spikes are unclear. We can nevertheless observe that different applications tend to experience them

throughout the procession of the trace.

7.2.3 Implications for the algorithm design

The experiences from our analysis of traffic properties and application packet processing times

revealed several important findings. First, we analyzed traffic from three different networks on a

larger time scale. We have seen different amounts of traffic in packets, bytes and flows, as well as

different relations between these metrics. This can require different sampling limits depending on

the network and time of day and day of the week. The algorithm requires some mechanism to cope

with long-term changes in the traffic, which can be quite large.

The short-term analysis reveals effects that can lead to dramatic changes in traffic over very short

intervals. This burst behavior can make drastic changes within short time intervals necessary to

adapt to the changed packet rate. Hence, the algorithm requires mechanisms to adapt to short-term

bursts.

Furthermore, our analysis of several applications reveals that packet processing times are not

uniform, but can also change over time. The change can be gradual or very bursty with large delays

for some applications. The algorithm therefore must not only consider the incoming packet rate,

but also the packet consumption rate of the application.

In the following Section, we will present the design of an algorithm that considers both the incoming

packet rate and the application behavior. It examines the buffer that is the intersection between the

application (consumer) and the network stack (producer) of packets, and adopts the sampling rate

in accordance with the fill level of this buffer.

7.3 Sampling Architecture and Algorithm

We introduce our sampling algorithm in Section 7.3.1 and discuss in Section 7.3.2 the capturing

environment this algorithm can be used in.

7.3.1 Adaptive Load-Aware Sampling

A sampling algorithm that selects traffic from the beginning of connections or bi-flows must

track state of the observed bi-flows. As discussed in the introduction of this chapter, we want to

overcome a short-coming of the algorithm from Chapter 6: we want to get rid of the restriction

to sampling of traffic from the beginning of TCP connections and sample from UDP traffic as

well. We therefore track communication state based on the definition of bi-flows in RFC 5103 [25],

based on the IP-5 tuple in forward and reverse directions. This is compatible with the connection
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Figure 7.6: Buffer fill level feedback mechanism.

identification in Section 6.2.3, with the addition that the transport protocol is included in the key.

The implementation of our algorithm uses a fixed-size hash table and is described in detail in the

IDP of Cornelius Diekmann [163]. In principle, the algorithm can be used in conjunction with

any state tracking mechanism that allows storing and retrieving a current sampling limit with the

bi-flow identifiers.

In order to determine a good value for the per-flow sampling limit N, we need a notion of how many

packets the application(s) can handle. Because we do not want to tailor our sampling algorithm to a

specific monitoring application, we cannot make any assumptions about the number of packets that

an application can consume. Furthermore, even for specific systems such as Snort, these numbers

depend on the system configuration, e.g., detection signatures, and the observed traffic features. We

therefore need a feedback system that infers the throughput of the analysis system. The fill-level of

the buffer between the capturing and the analysis system can serve as an appropriate performance

feedback: Whenever the capturing thread inserts packets at a higher rate than the application can

consume, the buffer fill-level will rise. This means that the sampling rate must be decreased by

reducing N appropriately. If the application is able to consume packets faster than the incoming

rate, the buffer will become nearly empty, and the sampling rate can thus be increased.

When a target buffer fill level F is defined (e.g., one fourth of the overall buffer size), we can

measure the deviation F −B of the current fill level B from the target fill level, and use this

difference as an indicator for assessing the quality of our current sampling limit. This architecture

is illustrated in Figure 7.6. To decide how to adapt the sampling limit N, our algorithm can make

use of three indicators:
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• Current deviation from the target fill level

• Past deviation from the target fill level

• Estimate for the future development of the fill level

We can use a so-called proportional–integral–derivative (PID) controller as a generic feedback

controller to model these indicators. In control theory, PID controllers are very popular and have

been shown to be the best form of controller if the system to be regulated cannot be modeled

more precisely [172]. This allows us to use this system in a setup where we have to cope with

unpredictable input patterns, as well as diverse and unknown application behavior.

A PID controller adjusts multiple variables according to dynamic development of several input

variables. In our case, only a single variable is observed and used for the adjustment: the deviation

F−B of the buffer fill-level from the desired fill-level. Only a single variable is adjusted with the

controller: the sampling limit.

In order to adjust the sampling limit, the controller does not only observe the current state of

the input variable P, but makes use of two more indicators: The integral of the input I, and the

derivative of the input variable over time D. These three terms can be directly mapped to our three

previously discussed indicators.

In our setup, the sampling limit N is the variable that is to be manipulated by the PID controller. It

is updated at times t0, t1, ..., which refer to packet arrivals. The sampling limit at time ti is calculated

as

nti = const +(kP ·Pti−1 + kI · Iti−1 + kD ·Dti−1) (7.1)

The proportional term P reflects the current deviation of the buffer fill level B at time ti from the

desired fill level F :

Pti = F−Bti (7.2)

The integral term I encodes the past deviation from the target fill level:

Iti =
i

∑
j=1

Pt j · (t j− t j−1) (7.3)

We assume network traffic to be bursty, i.e., quick bursts of packets tend to arrive within very short

time intervals. This way, we use D to model extreme changes to the buffer fill level:

Dti =
Pti−Pti−1

ti− ti−1
(7.4)

Each of the P, I and D terms is weighted by parameters kP,kI, and kD, which are used to control the

influence of the term. Choosing proper weights k(·) for the individual parameters is an important

task for tuning the algorithm.
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Network environments can have substantial short-lived events such as event-driven packet bursts.

Those events, though short-lived, can lead to the buffer temporarily filling up very quickly. Extreme

changes in a very short time period bear the potential of sampling limit oscillation and hence

unnecessary dropping of packets. In order to mitigate the results of such unforeseeable short-term

events, we introduce an additional inertia to the controlling system by applying an exponential

moving average (EMA) mechanism. Our new sampling limit does not only depend on the current

and past buffer fill level (and its integral and derivatives), but is also influenced by the past sampling

limit. We define the final sampling limit N to be constituted from the current PID controller value

and the previous sampling limit through

Nt = α ·nt +(1−α) ·Nt−1 (7.5)

for a user-defined parameter α ∈ [0,1] ⊂ R, which weights the current controller-calculated

sampling limit against the previous sampling limit.

Finding good parameter sets for the algorithm can have heavy influence on the performance of the

algorithm. However, as we show in Section 7.4, a generic parameter set can be found that suits for

different monitoring applications under various circumstances. The following heuristics describe

the influence of the individual parameters and give hints on how to further tune the parameter

sets: The const parameter should be set to the desired sampling limit. The kP parameter should

approximately be set such that a full buffer reduces the sampling limit to zero. Increasing the kP

parameter strengthens the impact of current fill level deviations from the desired fill level. A too

large kP parameter can be identified by medium-term oscillations. The kI parameter can be used to

adapt the long-time sampling limit. Increasing its value gives the controller a larger action scope to

automatically find a suitable average sampling limit and to cancel out oscillations induced by the

kP parameter. However, it decreases the controller’s response time that can be induce by packet

loss and may lead to long-term oscillations. Finally, the kD term increases the controller’s response

time and acts as counterbalance to the kI parameter. A too large kD parameter can be identified by

short-time oscillations. The parameter α influences the inertia of the system, with a higher value

leading to faster changes to the sampling limit.

7.3.2 Multi-core Aware Capturing Architecture

For optimally utilizing the available processing power of the hardware, we need a capturing setup

that allows to use all resources of the underlying hardware. A capturing setup that optimally utilizes

the available processing power must be multi-core aware in order to fully exploit the capabilities of

modern commodity hardware.

It implies the need for parallelism in capturing and analyzing software. Since one of our algorithm’s

goals is to adapt the sampling limit in a way that fully utilizes the available processing power, we

discuss how to integrate our algorithm in a multi-core-aware capturing and traffic analysis setup.
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Based on our previous work in Chapter 5, we decided to build our setup on PF RING [20] and

TNAPI [91]. However, the algorithm itself is not limited to TNAPI but could also be implemented

for other approaches such as PFQ [173] or DNA [174]. We recall from Chapter 3 and Chapter 5:

PF RING provides an optimized capturing module for Linux, which substitutes the standard

AF PACKET capturing module. TNAPI is a driver improvement that creates a kernel thread for the

network interface driver. The threads’ only responsibility is to move the captured packets into a

buffer that is shared between the kernel and the user space.

In combination with Receive Side Scaling (RSS) techniques, where the network card is able to

distribute the incoming traffic across multiple CPU cores, multiple TNAPI threads can be used to

perform the capturing [91]. Fusco and Deri highlight the importance of proper thread scheduling

for the involved capturing and analysis threads [91]. Their recommendation is to create one TNAPI

thread and one analysis thread for each available core, and to use the same core for the capturing

and the analysis thread in order to allow proper use of CPU caches.

This recommendation substantially involves the network cards capability to load-balance traffic to

the RSS queues. Most cards implement per-flow load-balancing which can result in both directions

of a connection to be mapped on different cores. However, many network monitoring applications

want to observe both sides of the communication. Software-based load-balancing, which is also

supported by PF RING, is therefore required to achieve a proper biflow-aware load-balancing. This

bi-flow mapping can result in several flows being re-mapped onto another core, destroying the

cache coherency. Our analysis in Chapter 5 revealed that the mapping proposed by Fusco and

Deri is good for light-weight analysis processes, but results in higher packet loss for computational

expensive setups. As sampling is important in the latter case, we recommend using different cores

for capturing threads and analysis processes.

The sampling algorithm can be included into this architecture as part of the analysis process or as

part of the packet capture process. This design decision has significant impact on our algorithm:

One important benefit of a kernel level implementation is that the filter is executed in the softIRQ

context of the kernel. This is beneficial because the softIRQ context is executed independently

from the analysis application.

A TNAPI-based setup can ensure that the algorithm is executed for every packet that is inserted

into the buffer. It can observe the buffer fill level before a packet is inserted into the buffer, and

can therefore adopt the limit very quickly. A user space implementation that runs in the context

of the application might not be able to process packets as fast as they are inserted by the kernel,

e.g. because the application is blocking. The network stack might therefore insert multiple packets

before the user space application can change the sampling limit.

Implementing the algorithm at the kernel level also has one significant drawback: it is way harder

to implement a kernel module for the filtering. One reason for this is that floating-point arithmetic

cannot be used due to a deactivated floating-point processor [175]. Hence, all calculations must be
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Figure 7.7: Data Flow in an Example Setup.

performed using integer arithmetic. This can lead to limitations in the value range of the sampling

limit.

For this work, we decided to implement the algorithm as a kernel-level filter that can be included as

a plugin into PF RING: we consider the benefits of fast updates to the sampling limit in cases where

the application is working slow more important than a limitation of the sampling limit value range.

Fast updates reduce the chances for random packet loss, which is our main goal. It is executed in

the context of the kernel and called for every packet that is inserted into buffer.

All these considerations lead to a capturing setup as shown in Figure 7.7. A number of TNAPI

threads in the network card driver receive packets from the card, and push the packets to multiple

user space analysis applications. TNAPI threads and application threads work independently from

each other. Each application has its own ring buffer that is shared between user space and kernel.

The TNAPI threads hash the incoming packets and map bi-flows to the user space application

buffers.

The application threads read them from these buffers as fast as they can process incoming packets.

Our sampling algorithm implementation is included into this setup as a plugin for the PF RING

sampling architecture. It is called by the TNAPI threads before the packet is written to the shared

buffer between the kernel and the application. A sampling decision is derived on a per-ring basis:

The buffer fill level of each ring is used for the calculation of the sampling limit, resulting in

a sampling limit which is adapted for each ring, and hence each application thread. Therefore,

thread-specific load characteristics are considered by the sampling process.
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7.4 Evaluation

Since our algorithm is influenced by packet arrival times and application’s processing time per

packet, an evaluation should be performed on a real productive system on real network traffic. This

is especially important since application processing times depend on the used hardware, monitoring

application, and observed traffic features. We therefore start our evaluation with a description of our

hardware setup and the network where we were able to deploy our vantage point in Section 7.4.1.

The validation of our algorithm in live experiments with different monitoring applications on our

10GE link is described in Section 7.4.2 and Section 7.4.3.

7.4.1 Evaluation Setup

A live capturing setup for our evaluation was deployed in the Munich Scientific Research Network

(Münchner Wissenschaftsnetz, MWN) in Munich, Germany. The research network interconnects

three major universities and several affiliated research institutions in the area in and around Munich.

Furthermore, the network includes several student dorms that provide housing for the students

enrolled in the universities in Munich. Finally, the network hosts a large super-computing cluster

that is used by researchers from Munich and other research facilities around the world. In total, the

network hosts about 100,000 devices that are used by approximately 120,000 users. It is operated

by the Leibniz Supercomputing Center (Leibniz-Rechenzentrum, LRZ) and provides Internet access

for all its users via a 10 GBit/s link to its upstream provider the German research network (DFN).

Our vantage point was deployed on the border gateway between the MWN and its upstream service

provider and is therefore able to observe traffic exchanged between the MWN and the Internet. The

vantage point is deployed at the routers that generated the traffic for Network B in Section 7.2.

Our monitoring setup was built around standard off-the-shelf PC hardware, operated by a Linux-

based operating system. It was bought in 2009 and features a 3.2GHz Intel Core i7 processor with

four cores and hyperthreading enabled. Kernel and user space share a total of 12 GB of RAM that

have been built into the system. An Intel 10GE network card based on the 82598EB chipset is used

in conjunction with a TNAPI driver [91]. Three virtual CPUs are allocated to the TNAPI driver

to perform capturing, traffic distribution onto the analyzing processes, and sampling. The other

cores are able to run instances of the analyzing application. We implemented our algorithm as a

PF RING filtering plugin, executing in the kernel’s softIRQ context of the TNAPI threads.

We employ Snort [21] in different configurations for our evaluation of the algorithm. We show

the results for two different configurations with different complexity. These configurations will be

called botcc and fullset in the remainder of this work. The rule sets were obtained on Jan. 08 2013

from emergingthreats.net [131].

The lightweight botcc configuration is the free “ETopen” rule set that contains rules for botnet

command and control traffic detection. It includes 146 rules with IP addresses of known command
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Table 7.4: Sampling parameter set for Snort
Parameter Value

kP 3333335
kI 0.00093
kD 1500

const 1.1 MB
α 0.2

buffer size 268 MB

and control servers of different botnets. Snort does not have to perform pattern matching with this

configuration but must only check IP addresses of the observed packets against the list of command

and control servers.

The second configuration for Snort, fullset, employs an emergingthreats.net rule set, too. This rule

set, however, contains a total of 11,748 rules. They contain a large number of patterns to match

against the observed packets. This configuration is used as a setup to demonstrate the applicability

of our algorithm for complex traffic analysis tasks that put high load on the traffic processing

engine.

We have seen the influence of the two rule sets in Section 7.2. botcc corresponds to the configuration

Snort Small and fullset corresponds to Snort Large. The two configurations pose different loads on

the system, which allows us to evaluate our algorithm in different scenarios.

We do not only vary the rule sets throughout our evaluation, but also the number of Snort instances

that run in parallel. For both rule sets, we run experiments with a single instance and a multi-

instance setup. The multi-instance setup consists of four Snort process that run in parallel. Our

setup splits the incoming traffic into multiple streams such that each instance has to cope with one

fourth of the traffic.

We use a single configuration for our sampling algorithm, as shown in Table 7.4. It shows the PID

controller parameters used throughout our experiments, including the multi-instance setups. They

were determined in experiments using the heuristics of Section 7.3.1. Our choice of parameters

may not be optimal but the results reveal that our solution performs well in different scenarios even

with a non-optimal choice of parameters.

7.4.2 Simple analysis with lightweight rule set botcc

Figure 7.8 compares the number of packets on the link to the number of packets that could be

analyzed by Snort with the botcc configuration. The figure shows the number of packets per second

(pps) that have been captured on the link with the blue line. During the approximately 30 minutes

monitoring period, this number of packets varies between 705k and 850k pps, which corresponds
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Figure 7.8: Snort – Single Instance – Without sampling – botcc
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Figure 7.9: Snort – Single Instance –
Sampling – botcc
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Figure 7.10: Sampling limit development –
Single Instance – botcc

to the maximum number of packets per seconds that are delivered by the border gateway router. On

average the incoming packet rate was around 810k pps (mean) or 820k pps (median) during the

observation period.

Only a single Snort instance was used to analyze the complete traffic on the link. The number

of analyzed packets is far lower as the incoming rate and changes over time depending on the

features of the incoming traffic (e.g. number of packets, number of new connections, etc). It varies

between about 270k pps (max) and 108k pps (min) at an average of 195k packets per second.

Snort’s packet processing rate results in a median packet loss rate of about 630k pps. As previous

research discussed in detail, e.g. [130, 107], this kind of random packet loss has the potential of

losing interesting packets.

We started another monitoring run with the same Snort configuration, but this time we enabled

the sampling algorithm. Figure 7.9 plots the packet rate statistics for traffic analysis in this setup.
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Incoming packet rates were similar compared to the previous run: 860k pps were observed during

peak times, minimum packet rates were around 600k pps with a median of 811k pps.

The number of packets sampled by our algorithm matches the number of packets consumed by

Snort. No random packet loss due to full buffers occurred, and all packets picked by the sampling

algorithm could be analyzed by Snort. This reveals that our sampling algorithm picks a sampling

limit that avoids random packet loss. A closer look at the number of Snort’s packet consumption

shows a mean number of around 115k pps with a maximum of 213k pps and a minimum of 56k pps.

The median packet consumption rate is 105k pps.

One can see that the average packet processing rate in our sampling setup is lower than the

processing rate without sampling. The reason for this can be found when taking a closer look at

the analysis that Snort performs. The per-packet processing time depends on the characteristics of

the incoming traffic. Our sampling algorithm picks packets from the beginning of the connections,

which forces Snort to observe all connections on the network. Random packet loss tends to

oversample connections with much traffic and tends to miss shorter flows [109]. As Snort keeps

per-connection state, this random packet loss decreases the number of internal state Snort needs to

manage and thus influences the packet processing time. Those effects are in line with the findings of

previous work which analyzed the per-packet processing rates of Snort [176]. The authors find that

the packet processing times for packets at the beginning of bi-flows are higher than those packets at

later points in a session.

Hence, the lower number of processed packets is an indicator that shows our sampling algorithm

works as expected: due to the activated sampling, we observe more connections and thus more

payload from the beginning of connections. This increased number in connections leads to a higher

packet processing time in Snort. Hence, the Snort instance is consuming packets at a lower rate.

Similar effects will be observable in the multi-instance setup and for the fullset.

We can observe the behavior of the PID controller when inspecting the development of the sampling

limit during this particular monitoring period. Our sampling limit always counts the complete

layer four payload including header (TCP/UDP). The first packet that exceeds the sampling limit is

passed entirely to the application; only subsequent packets are dropped. Therefore, the first packet

of a flow is always sampled. Figure 7.10 plots the sampling limit development throughout the

complete monitoring run. The sampling limit starts with our const parameter of 1.1 MB sampled

traffic per flow, and adapts according to the incoming packet rate and the processing rate of Snort.

As the sampling limit is updated on the arrival of a sampled packet, a large number of sampling

limit changes can be observed during the monitoring interval. Our kernel module provides average

statistics on its sampling limit: Every second a mean value of the sampling limits of the last second

is generated.

One can observe heavy changes in the first 10 minutes of the sampling interval, which correlates

with the incoming packets rates seen in Figure 7.9. Incoming packet rates in this time interval vary
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Figure 7.11: Snort – 4 instances – Without sampling – botcc

highly between 800k pps and 650k pps. The sampling limit adapts to these packet rates: it increases

as capturing buffers empty during lower incoming packet rates, and decreases as buffers fill up

due to increased incoming packet rates. During this time, the sampling limit reaches a limit set

by the implementation and its configuration. As our algorithm is implemented as a kernel-level

filter, we cannot use floating-point arithmetic [175] but need to calculate sampling limit updates

using integer arithmetic. The maximum sampling limit depends on the parameter set, e.g. buffer

size, const, and the inertia parameter k(·), α . For our configuration, the maximum sampling limit is

reached at around 22 MB.

As packet rates grow steadier towards the maximum number of packets the system can consume,

changes to the sampling limit become smaller and the sampling limit settles down at much smaller

values. However, we can observe increases in the sampling limit as soon as the number of packets

on the link decreases. Hence, the system tries to maximize the number of analyzed packets, which

is the improvement we desired over the static sampling limit.

In order to study our algorithm in modern multi-core-aware environments, we set up a test run with

four instances of the same Snort configuration (botcc) running in parallel. This setup increases the

performance of the Snort instances, as the traffic is split into four streams. Each instance therefore

examines a different part of the traffic, hence, a larger share of the traffic can be analyzed.

At first, we use the configuration with our sampling disabled, and report the performance of the

parallel running Snort instances in Figure 7.11. The incoming packet rate, blue line, starts at around

800k pps and remains in this region throughout most of the time. However, at the beginning of the

monitoring interval, starting at about 16:05, there is an approximately 5 minute time interval where

the incoming packet rate drops to around 500k pps. Unfortunately, we do not have an explanation

for the significant drop in incoming packets. However, we can see that packet drops are reduced by

a large amount during this time interval.
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Figure 7.12: Snort – with sampling –
4 instances – botcc
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Figure 7.13: Sampling limit development –
4 instances – botcc

The four Snort instances consume, as expected, a significant higher packet rate, averaging at

360k pps (mean) or 350k pps (median). However, more than half of the packets (396k pps mean

/ 433k pps median) are dropped due to full buffers. Again, this random packet loss reduces the

number of flows that can be observed by the analyzers.

When adding our sampling algorithm to the setup, as shown in Figure 7.12, we can see some

changes to the processing rate. While the processing rate in our experiment without activated

sampling is larger than 300k pps, we can find smaller average processing times. All Snort instances

are able to consume the complete set of sampled packets, at rates that vary between 496k pps and

132k pps with mean and median at about 198k pps. We can furthermore note that the number of

incoming packets is smaller than in the run before. It averages at a mean of about 686k pps (median:

678k pps), and varies between 840,000 and 594,000 pps.

There are two reasons for the reduced average packet processing rate. The first one is the same

reason as before: Due to the activated sampling process, more connections are observed. This

results in an increased per-packet processing time.

The other reason can be found in the sampling limit, which is shown in Figure 7.13. It reveals an

increased sampling limit compared to the first monitoring run with a single instance. This is due to

the lower incoming packet rate, and the fast packet consumption by Snort. All obtained average

sampling limits in our monitoring interval are higher than 10 MB. At the end of our monitoring

interval, we can observe that the limit reaches our implementation maximum.

The development of the sampling limit in the beginning of the run suggests that it is close to a

good value. However, it seems that it is very close to the maximum in the end of the run. This

could be an indicator that good results might also be achieved with parameters that would allow

further increase in the sampling limit. Another parameter set could have led to an increased average

number of processed packets. However, as we will see in Chapter 8, a sampling limit close to

22 MB is sufficient to retrieve most of alarms generated by Snort.
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Figure 7.14: Biflow cut off – botcc

As our plotted sampling limit is a per-second average, the applied sampling limit may vary from the

average in certain cases. We therefore cross-check the influence of the sampling limit by examining

the biflow cutoff during the setups. A biflow cutoff is the point in the biflow, where the sampling

algorithm decides to cut off the connection and stops sampling more traffic from this biflow. This

cutoff depends on the current sampling limit when a new packet is observed for a biflow. Whenever

the size of the biflow reaches the current sampling limit, no new traffic from this biflow will be

sampled, except for the last packet triggering the cutoff.

Figure 7.14 shows the sampling limit cutoff for the previous scenarios for all observed biflows. The

single instance setup observed 27.8 million biflows throughout its monitoring period. Out of these,

94.65% were fully analyzed, which means that no sampling cutoff applied for these biflows. The

remaining share of the flows where cut off as shown in the figure. The packet for which the cutoff

occurs is always sampled, thus, the first packet(s) of each flow are always passed to the application.

The class > 1M shows those flows that have not been fully sampled but have had a cutoff that is

larger than 1 MB. In the single instance monitoring run, only very few biflows where cut off at 65

to 512 bytes. Most of the biflows that where not fully sampled had a cutoff between 10KB and

100KB. However, even this class represents less than 0.1% of all flows. The four instance Snort

monitoring scenario with its larger sampling limit had 99.69% of all flows completely sampled.

7.4.3 Complex traffic analysis with rule set fullset

In order to determine the results of our algorithm in higher-load scenarios, we performed exper-

iments with the fullset rule set. As this rule set includes many more rules than the previous one,

we would expect a lower number of packets analyzed by Snort. The results in Figure 7.15 confirm

this assumption: A median incoming packet rate of 756k pps translates into a median loss rate of

707k pps.
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Figure 7.15: Snort – Single Instance –
Without Sampling – fullset
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Figure 7.16: Snort – Multiple instances –
Without Sampling – fullset
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Figure 7.18: Snort – With Sampling – fullset

This numbers do not increase significantly when four instances are run instead of a single one, as

shown in Figure 7.16. This time, an incoming packet rate of 780k pps results in a median loss

rate of 659k pps. While adding more analyzing instances increases the analyzed packet rate, the

majority of the traffic is still lost due to tail drop on the buffer. We can conclude that the increased

number of Snort instances helps. However, we would need a larger number of available cores in

order to consume all packets.

When we observe the incoming packet rates for the single and multi instance setups with fullset

with our sampling enabled, we make similar observations as before. Figure 7.18 shows the figure

for the single and multi instance setups. Both have similar incoming packet rates with a median at

781k pps (single instance) and 734k pps (multiple instances), and both setups did not experience

any data loss due to full buffers. All packets that have been taken by the sampling algorithm could

be analyzed by the Snort instances. The multi instance setup analyzed a median packet rate of

84,000 pps while the single setup only analyzed 58,000 pps. As with the previous rule set, we

can observe less analyzed packets when our sampling algorithm is enabled. We suspect the same

reasons as before: the sampling algorithm captures more flows which requires the monitoring

application to obtain more state.
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Figure 7.19: Snort – Sampling Limit –
Single Instance – fullset
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Figure 7.20: Snort – Sampling Limit –
Multple Instance – fullset

A closer look at the sampling limit development reveals bigger differences than the look at the

packet consumption rate. Figure 7.19 and Figure 7.20 compare the sampling limit for both setups.

While the sampling limit for the single Snort setup can be measured in the region of 10Kb, the four

instance setup finds itself with a higher average limit.

The same observation can be made when analyzing the biflow cutoff, which is shown in Figure 7.17

for both setups. The single instance setup, where only one core was used to analyze the complete

traffic, was only able to analyzed around 28% of the observed 20,633,534 million biflows completely,

and had to cut off the rest of the biflows. Most of the biflows were analyzed to an extend between

1KB to 10KB of their length. The multi instance setup was capable to fully analyze 96.6% of its

20,134,556 million biflows in its monitoring interval. All remaining biflows were cut off somewhere

after 100KB with no biflow being cut off with less than 100KB observed.

7.5 Discussion

This chapter presented an adaptive load-aware sampling algorithm for high-speed networks. We

created an adaptive algorithm that uses a PID controller to adapt a sampling limit with respect to

the incoming packet rate and the consumption rate of the analysis application. Our algorithm is

a very simple design that only observes a single indicator for both the incoming packet rate and

the packet consumption rate: the fill level of the buffer between the network stack and the user

space application. A total of three indicators are used to determine a good sampling limit. The

past fill level, the current fill level and an estimate for the future fill level. These indicators match

perfectly to the input variables of the PID controller and must be weighted against each other for

good algorithm results.

We evaluated our algorithm on live traffic on a large university network 10 GE link. The sampling

algorithm was configured with a generic parameter set and evaluated in different analysis setups
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with differing work-loads. Short-term changes in traffic features can influence the processing rate

of monitoring applications such that that they are able to consume more or less traffic than in

the previous time interval. Our dynamic sampling algorithm adapts the sampling limit to those

short-term events with the result that the available computing resources are fully utilized. It is

capable of being used in current multi-core aware traffic setups which run multiple instances of

monitoring applications, each on a separate core. These capabilities allow the inclusion of our

algorithm into traffic analysis setups that exploit the features of current multi-core hardware.

In the next chapters, we will discuss the applicability of the sampling approach for different analysis

tasks. One important task that has been the test-use case for the sampling from traffic of bi-flow

beginnings is discussed in Chapter 8.
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8 Worm and Botnet Detection

The basic reasoning behind focusing on the packets at the beginning of a flow is that these packets

are expected to contain sufficient information to classify the entire flow as harmful or benign. In

this section, we evaluate to which extend this assumption is true for worm and botnet traffic.

Signature-based network intrusion detection systems (NIDS) have been in use for a long time. A

well-known example, which has already been used in previous chapters of this thesis, is Snort [21].

Snort is a network sniffer that analyzes network traffic in order to detect attacks and other types

of undesired traffic. Therefore, packet headers as well as packet payload are checked with pattern

matching techniques against a database of attack signatures. Signature-based detection methods

are widely used as part of botnet detection mechanisms: Goebel and Holz, for example use regular

expression matching for detecting IRC-based botnets in their system Rishi [177]. Gu et al. built

BotHunter, a botnet detection system that uses Snort alarms to identify and classify different stages

of botnet spread and activity [27]. The tool chain employs Snort with a special botnet-related

rule set and employs a correlation engine, which tries to find multiple hints of a botnet infection.

Protocol-specific analyses that rely on DPI analysis for botnet detection also aim at finding other

types of traffic. Application-specific traffic analysis is used for some important protocols. DNS is an

example that is monitored to great extent in various works, .e.g. [178, 179, 180], in order to detect

domains that host Command&Control infrastructures to control infected machines. BotHunter also

employs DNS-based blacklist detection to identify hosts that resolve malicious domains, or try to

connect to IPs that are known to belong to those domains. Other approaches, such as BotMiner, use

a combination of payload-based and flow-based inspection [181].

For our evaluation, we focus on signature-based detection strategies. We do this for the following

reason: Signature detection becomes more and more complex because the number of attacks

to search for increases, and because the signatures themselves become more sophisticated. For

example, regular expressions are quite common in today’s Snort rules. On the other hand, the

amount of packets to be inspected increases with the permanent growth of network traffic. Hence,

the resources of a single system are often not sufficient to analyze the entire traffic on a high-speed

link. As a result, random packet losses are likely to occur if the traffic exceeds the capacity of

the detection system. Signature-based detection mechanisms are therefore a good example for

an analysis that can benefit from our sampling algorithms, under the assumption that the relevant

attack traffic can be be found in the beginning of TCP connections or UDP biflows.
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Figure 8.1: Dynamic Malware Analysis

We determine the positions within the payload of a TCP connection or UDP biflow at which the

matching signatures are found. For this purpose, we modified Snort to output the position of a

matching signature in the alarm logfile. As a result, we can evaluate how the detection results are

affected if the analysis is restricted to a few kilobytes of payload.

8.1 Malware Traces from Dynamic Analysis

Notice of adoption from previous publication: The text in this section contains parts of the

paper

• Lothar Braun, Gerhard Münz, and Georg Carle, “Packet Sampling for Worm and Botnet

Detection in TCP Connections,” in 12th IEEE/IFIP Symposium on Network Operations and

Management Symposium (NOMS 2010), Osaka, Japan, Apr. 2010. [1]

The text was updated to contain more information on the background of dynamic malware analysis

and the origin of the traces used in this section. The author of this thesis conducted the experiments

and evaluted the results.

In this section, we present an analysis that is based on traces of botnet traffic. Our traces contain the

communication of real bots as it could happen in the real world. They were generated in a process

that is known as automated dynamic malware analysis [182].

Figure 8.1 schematically describes the process of dynamic malware analysis. In contrast to static

analysis, where the binary file is examined using disassemblers and other code analysis tools,

dynamic malware analysis relies on executing the worm binary files and logging its interactions

with the system and the network. There are multiple ways on how to set up a dynamic malware

analysis system. Egele et al. survey a number of available techniques and tools for dynamic

analysis [182]. Dynamic malware analysis often employs virtualization or emulation to create an

instrumented sandbox that can be used to execute the file. Processes in this virtualized environment
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Table 8.1: Overview of TCP Alarms
Alarm Frequency
Shipped rule set:
- Shellcode 45
- Backdoor/Spyware 38
- HTTP oversize chunk encoding 12
Emergingthreats rule set:
- Instant Messaging 1116
- HTTP 810
- Mail 94
- Scanning 1041
- Miscellaneous 355

or within the surrounding emulation system log all activities on the system, e.g. system calls of the

programs. Furthermore, packet-level measurements capture all interactions of the malware with the

network. Many setups, but not all of them, use firewalls to keep certain malicious traffic inside the

analysis network. Others use sophisticated tools such as the TrumanBox [183] to redirect malicious

traffic to a contained system. Yet other systems do not try to block malicious traffic at all.

Our trace contains traffic from 93 different worms and bots, which have been run in such a controlled

environment. The traces have been created by fellow researchers and were provided to us. Every

worm sample has been executed several times at different days in order to see different behavior

based on the commands received from the botmaster.

The detection is done with two rule sets: the standard rule set shipped with Snort 2.8.4.1 and

the rule set downloaded from emergingthreats.net [131] on June 11th 2009. These rules detect a

multitude of events ranging from Command&Control (C&C) channels of different bots, shell code,

exploits, bot downloads, etc. Altogether, 4030 alarms are generated from the analysis of the traces,

among which 3511 alarms are triggered by TCP packets, 451 by UDP packets, and 68 by ICMP

packets. Our static Bloom Filter-based algorithm only catches the TCP alarms, as it ignores all

other traffic. A version of the algorithm that does not restrict the analysis to TCP could catch the

other alarms as well. Our dynamic algorithm is transport layer protocol agnostic and is therefore

not affected by this limitation.

Only 95 alarms are raised by the shipped rule set while 3416 alarms go back to the emergingthreats

rule set. Table 8.1 shows the alarm frequency for different causes. Alarms described as ‘HTTP

oversize chunk encoding’ are triggered if the chunk length indicated in an HTTP header is larger

than the data provided. Most of the emergingthreats alarms are related to scanning activity and C&C

channels. C&C channels are realized on top of Instant Messaging protocols, such as IRC, HTTP, or

SMTP. Further alarms found in HTTP traffic originate from malware downloads. Finally, a large

number of TCP scans are detected, which is a common method for a worm to find new victims.

The observed scans are directed to the ports of specific applications, such as VNC (5000-5020),
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Figure 8.2: TCP alarms depending on number of payload bytes

NetBIOS and SMB (135, 139, 445). ‘Miscellaneous’ contains all remaining alarms which do not fit

in any of the other categories.

We calculate the position within the TCP connection at which an alarm is raised using the TCP

sequence and acknowledgement numbers as well as TCP payload length of the triggering packet.

Hence, the calculated values are not byte accurate but aligned with packet boundaries. This

corresponds to the result of our algorithm which samples traffic on a per-packet basis.

Figure 8.2 displays the percentage of TCP alarms as a function of the number of payload bytes

N analyzed. As can be seen, most of the alarms are raised very early. About 30% of all alarms

are triggered by scans and therefore only need the handshake packets for detection. Most of the

alarms (96%) are found within less than 3kB of payload from the beginning of the connections.

This means that a sampling limit of a few kilobytes should be sufficient to detect the large majority

of today’s worm and botnet traffic. The last alarms are found at about 682kB after the beginning of

the connection. All of them belong to a generic shellcode rule.

8.2 Live Network Traffic Analysis

The previous section presented an analysis of known malicious traffic from malware files. We

had a perfect ground truth, as we knew that all triggered alarms where related to malicious traffic.

Operators in real world traffic do not have this luxury, but are required to manually analyze the

alarms and the packets that triggered the alarms in order to identify which ones are false positives

and which originate from real attack traffic. This section of the thesis will analyze real-world traffic

to obtain the statistics for traffic for which no ground-truth is available.

Our experiment on live traffic can therefore not reveal how many true positive alarms are lost due

to sampling, but how many total alarms are not seen if a certain sampling limit N is applied to the

traffic. Our goal is to estimate the quantity of missed alarms that could potentially have interesting

information for an operator. Furthermore, researchers presented automatic systems that use Snort
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alarms, including the false positives, as input and try to identify the true attacks by correlation of

alarms. Raftopoulos and Dimitropoulos, for example, presented an algorithm for automatic alarm

mining in large quantities of Snort alarms [184]. They present a heuristic that helps with reducing

the number of false positive alarms by examining all alarms generated by Snort. Even missed false

positives due to our sampling can have a disturbing influence on this particular algorithm.

Another system that tries to automatically provide reasoning from Snort alarms is the tool BotHunter,

which has been introduced at the beginning of the chapter. Missing Snort alarms due to a sampling

process can also have negative impact on the detection performance of the system. While the work

by Raftopoulos and Dimitropoulos is not publicly available, the BotHunter tool can be accessed

from the web site [185]. We examine the effect of the missed alarms on the detection rate of

BotHunter.

8.2.1 Impact of Sampling on Snort Alarm Rates

8.2.1.1 EmergingThreat rules

At first, we evaluate the impact of the proposed sampling on a non-specialized deployment that

uses Snort and the EmergingThreats rule set. Our evaluation vantage point is located in the Munich

Scientific Network, at the border to the Internet. We use the same setup as described in Section 7.4,

in the same network as before. The network is an open university network where people can join

with their own devices. In order to find the matching position of the alarms within the observed

connections, we need to be able to analyze all traffic on the link.. Our evaluation in Chapter 7

showed that our monitoring setup is not capable to perform this kind of analysis on the link using

the full EmergingThreats rule set. For this experiment, we therefore created a smaller rule set which

only included a subset of the rules used in the evaluation in Chapter 7. The rule set is composed of

the following categories that are defined by the EmergingThreats project:

• attack response

• botcc

• compromised

• exploit

• malware

• scan

• shellcode

• trojan

• user agents
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Figure 8.3: Number of alarms per protocol

• worms

We picked the rules form these categories in the hope that they contain meaningful rules for

detecting botnet related traffic.

This reduction in rules, however, does still not provide sufficient performance gains that allows us

to analyze all the traffic on the link. In addition to reducing the number of rules, we also restrict

ourselves to traffic from a smaller internal network. The subnet hosts a dynamically allocated

address space that is used by client systems.

Our monitoring interval spans roughly two and a half hours on the afternoon of Nov. 4, 2013 using

a live capturing analysis using the setup presented in Chapter 7. No sampling was used in order

to determine the distribution of alarms within the total traffic using five instances of Snort. Each

of the five instances had to process a packet rate of around 15,000 packets per second on average.

From this, the five instances of Snort produced a total number of 15,471 alarms. Figure 8.3 plots

the alarms grouped by the transport layer protocol. Most of the alarms were generated due to the

observation of TCP packets, a total of 7,257 alarms. ICMP traffic was the second largest contributor

to the alarms, contributing 6,003. Packets carrying UDP payload only contributed 2,211 alarms,

which is the smallest share.

A closer look at the alarms reveals that more than 15,000 alarms were generated by only a small

subset of 87 rules. Table 8.2 prints the TOP 10 alarms that have been observed most often. The

majority of the alarms have fewer than 100 occurrences in total.

One prominent observation is the alarm with the message GPL SCAN PING CyberKit 2.2 Windows.

It is responsible for 6,003 alarms and only matches on ICMP packets. Hence, this rule is responsible

for all the ICMP alarms in Figure 8.3. The rule matches for a specific payload section in ICMP

packets. Every ICMP packet that matches these payload bytes results in an alarm. The ICMP

alarms were generated by a total of eight internal hosts that sent the ICMP messages to external IP

addresses.
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Table 8.2: EmergingThreats: TOP 10 Alarms
Alarm Message Category Count
GPL SHELLCODE x86 inc ebx NOOP Executable Code was Detected 6010
GPL SCAN PING CyberKit 2.2 Windows Misc activity 6003
ET TROJAN Butterfly/Mariposa Bot client
init connection

A Network Trojan was Detected 885

ET TROJAN Win32.Zbot.chas/Unruy.H
Covert DNS CnC Channel TXT Response

A Network Trojan was Detected 625

ET MALWARE Mozilla User-Agent
(Mozilla/5.0) Inbound Likely Fake

A Network Trojan was Detected 549

ET TROJAN Palevo/BFBot/Mariposa
client join attempt

A Network Trojan was Detected 214

ET MALWARE Simbar Spyware User-
Agent Detected

Potential Corporate Privacy Violation 181

GPL SHELLCODE x86 NOOP Executable Code was Detected 131
ET MALWARE MarketScore.com Spyware
Proxied Traffic

Potential Corporate Privacy Violation 82

ET COMPROMISED Known Compro-
mised or Hostile Host Traffic UDP (18)

Misc Attack 79

The most often seen alarm for TCP is GPL SHELLCODE x86 inc ebx NOOP, and is classified as

Executable Code was Detected. An alarm is generated whenever the content CCCCCCCCCCC-

CCCCCCCCCCCCC is detected on certain ports. The character C translates to the x86 NOOP

operation and can be used as part of SHELLCODE. A threshold of 24 consecutive NOOPs lead to

the alarm. Unfortunately, such generic rules are known to produce a high false positive rate when

binary data is transmitted in a network. We examine the involved ports and servers, and find that

most of the alarms where generated on HTTP traffic from high-profile web sites. As these alarms

are easily triggered by binary data and occur with a very high rate, they are unlikely to be triggered

by real malicious traffic. Manual inspection of the alarms is unfeasible due to the high number of

events. Our conclusion is that most of the alarms are due to false positives and that they are of

little interest to administrators. We therefore remove them from our alarm body for determining the

position of alarms within the stream sizes.

The other alarms seem to have at least some relevance to operators, such that operators might be

interested in seeing them. If sampling is applied with a certain threshold, these alarms might get

dropped due to the fact that they are located in the transport stream outside the sampling limit.

For TCP connections we calculate the position at which an alarm is raised using the TCP sequence

and acknowledgement numbers as well as TCP payload length of the triggering packet. The

calculation matches the one performed in Section 8.1. It is not possible to perform the same

calculation for UDP due to the lack of this information in the UDP headers. We use Snort’s

definition of a UDP session as a help for determining the position of the payload. Snort considers

all packets being exchanged between two UDP end points, identified by IP addresses and ports,

within a certain period of activity to belong to a single session. This matches the definition of

a bi-flow as per RFC 5103 [25] with only an inactive timeout applied to the flows. Our inactive
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Figure 8.4: Alarms depending on the number of payload bytes

timeout was configured to be 180 seconds. We calculate the position within this UDP streams by

accumulating all payload bytes of the packets exchanged within the session.

Figure 8.4 plots the cumulative distribution of the alarms for the two protocols. The figure reveals

how many alarms would have been generated if a certain sampling limit for our algorithm was

applied for both UDP and TCP.

TCP alarms on live traffic have a similar distribution as has been observed before on the malware

traces in Section 8.1. A certain amount of alarms are triggered without any payload being sent. The

malware traces had 30% of alarms due to scanning behavior where alarms could be found without

payload. Our live traffic alarms contain only 10% of alarms that do not require payload. These are

only to a small amount part of scanning activity. Others are triggered because of connections to

blacklisted IP addresses which are shipped by EmergingThreats.

Most alarms that trigger on payload match for payloads at a position between 100 bytes and 10 kB.

60% of all TCP alarms are triggered from application payload that resides in the first kilobyte of a

connection. Almost all alarms can be found if 100 kB of the exchanged payload is observed. This

finding also matches the findings of alarm positions obtained in the previous section from malware

traces.

The distribution of UDP alarm position differs from the distribution of TCP alarms. At first, not

a single alarm is found that does not require payload. This finding is of little surprise since UDP

does not have any control packets that do not contain payload. So even if an alarm is found on the

first packet, this packet is expected to carry payload and therefore contributes to the stream length.

Over 30% of the alarms do not require more than 300 bytes of payload for a match. Due to the

little amount of traffic, it is very likely that the match occurs on the first packet that is exchanged

within a session. Over 50% of all alarms can be found within the first 10 kB of exchanged payload.

The increase between 30% and 50% at a stream size between 300 and 400 bytes is caused by a

single rule which matches to messages which have mostly identical sizes. For TCP we found that
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Figure 8.5: Interaction between Snort and Correlator

10 kB of traffic are sufficient to capture most of the alarms. In order to obtain a similar share of the

UDP alarms, we must sample up to one megabyte of payload of the communication.

8.2.1.2 BotHunter rule set

Due to the high number of false positive alarms that are triggered by benign traffic, our impression

on the impact of the true positive alarms is not very accurate. We therefore rely on previous work to

get a better understanding these alarms by using an existing tool that has been developed for botnet

detection: BotHunter [27]. It consists of two components as shown in Figure 8.5. The first is a

tuned and enhanced version of Snort. The enhancements include new detection modules, including

DNS message analysis for blacklisting and other modules. Furthermore, BotHunter comes with a

rule set that is claimed to be a useful selection of detection rules for traffic that is related to botnet

traffic. They are chosen from multiple rule set based on a manual selection process by the authors

of BotHunter.

Snort is a GPL-based open source tool, which means that all changes made to Snort are available

as source code. The correlation engine that consumes the output of Snort is closed-sourced and

only available as pre-compiled binary. It consumes the alarms generated by Snort and provides

correlated results.

Most important for our evaluation is the fact that the design of the system allows us to apply our

patches to the modified version of Snort. Snort can be run in our setup to generate alarms using

online monitoring. The alarms can be fed into the correlation engine afterwards in an offline

mode.

Our online monitoring setup for the BotHunter version of Snort equals the previous setup. We

deployed the configuration on the same network that was used in Section 8.2.1.1 in the evening

hours of Nov. 4th, 2013. Alarms were collected for a time period of roughly four and a half hours.

This measurement run resulted in a total of 24,223 alarms.
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Figure 8.6: Alarms for the BotHunter rule set

Figure 8.6a shows the distribution of these alarms among the transport layer protocols. Interestingly,

not a single ICMP alarm was generated during the time period. The reason for this lack of ICMP-

related events is the BotHunter configuration: Its rule set only contains two rules that match on

ICMP traffic. Both of them are very specific and search for uses of Command & Control Messages

of a botnet which uses ICMP messages to distribute commands.

More alarms are triggered due to TCP traffic than for UDP traffic (17,966 vs. 6,257). A closer

look at the distribution of alarm positions within the communication session in Figure 8.6 reveals

that many of them are very early within the sessions. Less than 20% of TCP alarms originate

from connections that did not exchange any traffic prior to the alarm. This is around the order of

magnitude that we have seen in the other experiments on live traffic and malware traffic.

Most of the TCP alarms occur within the first 70 payload bytes of the TCP connections. This is due

to a single rule that matches for BitTorrent traffic, which is in use in the network. Normally, we

would consider this a clear false positive and drop these alarms.. However, we do not remove the

alarms from the set because the BotHunter correlation engine is expected to make sense of such

alarms.

Despite this single rule exception, the remainder of the distribution of the TCP alarm positions

follows the same rules as the ones seen before: 10 kB of payload from a connection are sufficient

to retrieve most of the alarms. This shows that our sampling algorithm is suitable for multiple

different rule sets.

A similar observation can be made for UDP traffic: only little payload from UDP sessions is

sufficient to retrieve most of the alarms. It is necessary to sample more of the UDP payload

compared to TCP in order to obtain a comparable share of alarms. This result is in line with the

findings of the previous experiment.
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(a) Original Model [27] (b) New Model [185]

Figure 8.7: BotHunter Dialog Models

8.2.2 Impact of Sampling on BotHunter Detection Rates

BotHunter uses a dialog model to determine infections, which aims at reducing the false positive

rate of Snort alarms. The dialog models the typical communication of a bot life, such as scanning,

infection, egg download, C&C traffic and outbound scanning. In order to identify an infected

system, BotHunter tries to find multiple signs of botnet communications, e.g. alarms from multiple

communication categories. The work by Gu et al. describes the initial correlation engine and the

processes that are applied to the incoming snort alarms [27]. BotHunter’s original detection model

as defined in the publication is shown in Figure 8.7a.

Since the original publication in 2008, several improvements and new releases have been issued.

BotHunter’s authors extended the initial functionality of the system, including an enhanced Dialog

Model which uses more activity categories. The extended dialog model that is used by our version

of the engine and is shown in Figure 8.7b.

Each rule must be supplied with a classification that matches one of the life-cycle elements in

the dialog model. The rules that are shipped with BotHunter contain the necessary classification.

Alarms are consumed by the correlation engine and a number of checks are applied in order to

decide which of the alarms point to a real infection. The correlation engine itself is closed-source,

which means it is not possible to reconstruct the exact matching algorithm.

When BotHunter finds an alarm, then it presents a so-called profile. A profile lists the infected IP

address as well as the evens that caused BotHunter to raise an infection alarm. It is possible that a

single IP address can have multiple different profiles.

Our first experiment with the correlation engine involves all alarms that were generated by Snort dur-

ing our monitoring runs. These are the alarms that have been previously presented in Section 8.2.1.2.

BotHunter produces a total of 29 profiles when all alarms are analyzed by the correlation engine.

The 29 profiles involve 8 IPs which have been flagged as infected systems. Figure 8.8 plots the
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Figure 8.8: BotHunter Alarms
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Figure 8.9: BotHunter Alarms

number of alarms for these eight hosts1. One machine generated a total of 12 profiles, all others

have four or less profiles. It is unclear under which circumstances the correlation engine decides

when to split a profile for one machine into multiple profiles.

The total number of alarms that must be inspected by an operator decreased dramatically compared

to the number of total events that were produced by Snort. Instead of having to examine over

20,000 alarms, only 29 profiles must be inspected in order to determine false alarms. Unfortunately,

we are not able to estimate how many false negatives BotHunter produces. However, this estimate

is not in the scope of the work as we are interested in whether the sampling degrades the detection

rate of the engine.

In order to determine the impact of the sampling on the results of the correlation engine, we

prepared a number of alarm files. Each of them contains only the alarms that would have been

sampled if a certain sampling limit were applied. A total number of ten sampling limits from 10

1 We replaced the actual IP addresses with place holders due to privacy reasons.
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bytes to 100 MB are included in this evaluation. We start a new run of the correlation engine for

each sampling limit.

Figure 8.9 shows the detection rates in the profiles depending on the sampling limit. The figure

shows that only very few profiles are generated without the involvement of payload, e.g. by

connections to known malicious IPs or domains. Another important observation is the increasing

number of profiles with an increase of the sampling limit. As with the individual alarms, we can

see that a 10kB sampling limit is sufficient to retrieve most of the profiles. With a 10 kB sampling

limit, we receive a total of 27 alarms, hence only 2 profiles less than without sampling.

Interesting artifacts in our measurements can be found with a sampling limit of 50 kB and 100

kB. The application of both sampling limits results in more profiles than the application of larger

sampling limits or no sampling at all. We suspect the inner decision making of BotHunter’s

correlation engine to be responsible for the effect. Profiles are generated while the alarms are

consumed, i.e. not at the end of the alarm file. Hence, BotHunter decides on every incoming alert if

a profile is created or not. This decision is most likely based on the sequence of incoming alarms,

and we suspect the addition of certain alarms with an increased sampling limit results in the change

to the numbers of profiles.

From our evaluation, we can conclude that the most relevant alarms for the BotHunter’s correlation

engine can be found at the beginning of the biflows of UDP and TCP traffic.

8.3 Conclusion

In this Chapter, we examined the applicability of our proposed sampling of the beginning of biflow

communication for the analysis task of detection of worm and botnet traffic.

We used a well-known signature-based detection system to examine artificially generated traffic as

well as live traffic. The generated traffic traces contained real botnet communication of malware

that was executed within a controlled dynamic malware analysis platform. Incoming and outgoing

communication of the executed bots was recorded and subsequently analyzed using vendor- and

community-provided rule sets. We found that most of the TCP alarms in the malware traces can

be found with very small sampling limits: 3 kB of payload were sufficient to retrieve most of the

alarms.

Afterwards, we extended our analysis of the impact of the proposed sampling to live analysis of

real-world traffic. We deployed our traffic analysis at a border gateway of a large university network

and determined the impact of sampling on Snorts payload analysis. Throughout this analysis, we

determined the sampling limits of alarms that were necessary in order to retrieve the alarms. We

found that 10 kB of payload are sufficient to retrieve most of the alarms using an EmergingThreat

rule set, as well as a rule set that was specially crafted for botnet-related traffic detection. For UDP,
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however, we determined that large sampling limits are required to retrieve a comparable share of

the overall UDP alarms.

We examined the resulted alarms with an automatic correlation engine, which tries to find multiple

infection signs of botnet traffic. It is able to reduce the number of alarms that must be examined

by an operator to a great extend. We determined the effect of our sampling on the results of the

correlation engine and found that most of the alarms that are considered relevant by the correlation

engine can be found at the beginning of TCP connections and UDP biflows.
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9 Analyzing Caching Benefits for YouTube
Traffic

Notice of adoption from previous publication: The text in this chapter is a modified version of

the text previously published in

• Lothar Braun, Alexander Klein, Georg Carle, Helmut Reiser, and Jochen Eisl. “Analyzing

Caching Benefits for YouTube Traffic in Edge Networks - A Measurement-Based Evaluation,”

in Proceedings of the 13th IEEE/IFIP Symposium on Network Operations and Management

Symposium (NOMS 2012), Maui, Hawaii, April 2012. [4]

The author of this thesis conducted the passive measurements and analyzed the properties of the

data sets. He contributed significantly to the analysis of the video parameters and the simulations

of the caching benefits.

9.1 Introduction

The past years have seen an ascent in the usage of web services and user generated content. HTTP

has become one of the dominant protocols in current networks, both seen from a large Internet wide

view [186] as well from a local networks’ point of view [187, 105]. One flavor of user generated

content that has come to a special interest of network operators and network researchers is video

content. Video platforms such as YouTube, are known to be responsible for a large share of the

overall amount of traffic exchanged in certain networks. A recent study from Labovitz et al. [186]

quantifies this share to be as large as 20–40% of all HTTP traffic. With YouTube being one of

the most popular video sharing applications, researchers conducted a lot of work that aims at

understanding the platform and its impact on network traffic.

Video services such as YouTube are challenging for network operators, as these contribute a large

amount of traffic in their (access) networks. Furthermore, video traffic is expected to experience a

strong increase for mobile device usage [9]. Video content is typically static, and video popularity

on platforms like YouTube is assumed to be Zipf distributed (except for the tail) [137, 188]. Content

with these properties has the potential of large benefits from caching. However, several properties

of YouTube traffic might have negative impact on cache hit rates and cache performance: One

important factor is video popularity. Global popularity of YouTube videos, measured in view counts,
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must not necessarily match local peculiarities in a specific operator network [135]. Popularity

distributions may differ slightly depending on the network that a cache has to serve.

Factors such as video encodings or user behavior can impact cache performance, too. YouTube

introduced several video encoding formats for its videos starting in 2007. Due to these different

encodings, otherwise equal content is transformed into a complete different (as seen from a caches’

perspective) video. Users can switch between encodings while watching videos, they can abort

video download before completion, or can start watching a particular video from a certain position

in the video file.

Our work aims at quantifying the caching potential of video traffic in end-networks in order to

provide real-world data for network operators on caching benefits and hints to cache vendors on

how to build their caches. We picked the YouTube video platform for our study because it is one

of the major platforms for user generated video distribution, and has therefore received a lot of

attention from researchers, operators and network equipment vendors. For our work, we monitored

and analyzed all YouTube video traffic from an end-network with more than 120,000 users over a

period of a month. We examine this traffic with respect to relevant parameters for network caches,

and report our findings. Building on this traffic evaluation, we simulate an in-network cache for

this network. We estimate the caching potential and the reduction of downstream network traffic

from such a cache.

The remainder of this chapter is organized as follows. Section 9.2 introduces the parts of the

YouTube application that are relevant for understanding our work. We explain interactions between

clients and the YouTube video servers which have impact on the operation of a video cache.

Section 9.3 presents our traffic monitoring setup and introduces the network in which our vantage

point has been deployed. The obtained data sets span a period of one month and several general

properties are discussed. Afterwards, we discuss several properties of this data sets which are

relevant for caching, and present our evaluation on the benefits of an in-network video cache in

Section 9.4. The chapter is concluded in Section 9.5 with a discussion of our results.

9.2 YouTube Explained

The YouTube video application has been studied in a variety of previous work. As the application is

constantly developed and improved, several changes in the applications behavior could be observed

during the past few years. Our discussion of the YouTube video application considers those parts of

the application that have direct impact on caching and are relevant for understanding our work. For

a more detailed and complete description of the YouTube video application, we refer the reader to

the study by Finamore et al [67].

When talking about YouTube, one has to be aware that there is not a single web application for

delivering videos, but two different ones. The first application targets PC systems, the other
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Figure 9.1: Video downloads from PC and mobile players

is optimized for mobile devices [67]. Both behave different on the network level during video

download phase, but share common behavior before downloading the video.

Before a video can be requested from a video server, a user has to become aware of this video.

Users can find videos from the YouTube portals sites (www.youtube.com for PCs or m.youtube.com

for mobile devices) or via other websites which embed a video within an iframe. The portal or

the embedded iframe contain a reference to a video in form of a unique video ID, which is then

requested by the player.

Video download differs significantly between mobile- and PC-based devices. As first difference,

PC players most often display videos using the Adobe Flash Plugin, which does not exist on several

mobile devices such as the iPhone. It is also possible to watch videos directly using an HTML5

capable browser. However, this feature is currently only in a trial phase and users need to explicitly

opt-in in order to download videos using HTML5. Mobile devices, which connect to YouTube from

a WiFi network, usually do not have access to the Adobe Flash Plugin. Instead, they request and

obtain a MP4 container (or similar) which includes the video directly.

The most important difference, however, is the process of downloading a video. Figure 9.1 shows

downloading procedures for a PC and a mobile player. PC players, which are expected to have

access to much memory and/or disk space, download a video using a single HTTP connection.

Mobile players on the other hand download a single video using multiple connections where

each connection is used to download a different chunk. HTTPs chunking mechanism is used to
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implement this process. Chunks sizes are chosen by the client in the HTTP header, and servers

reply with a Partial Download HTTP response. The first chunk size is always a request for a single

byte of the video. Video servers respond with the first video byte along with the total size in bytes

of the video. The client will then request subsequent video chunks of bigger sizes to download the

video. Video encoding and start of the video are also requested by the client, which applies to both

the PC and the mobile player.

9.3 YouTube Traffic Data Sets

This section builds the base for our YouTube traffic study. We introduce our monitoring setup

that we used to observe and analyze YouTube traffic in in Section 9.3.1. Afterwards, we describe

general properties of our obtained data sets in Section 9.3.2.

9.3.1 Monitoring Setup

Our vantage point was deployed in Munich Scientific Research Network at the same position as

described in the previous chapters. The measurement setup was deployed on the same hardware as

before, with the monitoring setup presented in Chapter 7. However, we did not apply our sampling

algorithm to sample the beginning of the payload but analyzed all traffic from the YouTube

infrastructure. We omitted the sampling in order to determine whether users watched only parts of

the video, or whether they aborted the download in mid-download.

It was not possible to record PCAP traces for offline analysis due to the excessive bandwidth on

the link. All traffic properties where calculated using online measurements for two reasons: The

storage capacity of the system was limited so that it was not possible to store the many Terrabytes

of video traffic that were observed during our monitoring period. Furthermore, the system is not

capable to dump traffic to disk in line speed due to limitations of its disk performance.

We used tstat [65], which has built-in support for identifying YouTube traffic [67], as traffic analysis

application on top of the setup. It was configured to observe and record all the information that was

necessary for the analysis from live measurements. This approach significantly limited the amount

of data that needed to be stored.

9.3.2 Data Set Properties

The monitoring setup was used to log information about the YouTube video downloads for a period

of one month. We collected this data in order to be able to measure long-term statistics of caching

relevant parameters. For our study, we focus on video traffic only. In particular, we do not list any

statistics on the use of the YouTube video portal and related traffic (e.g. information on whether
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Table 9.1: Monitoring Data Overview
Property Value
Start time 16-Jul-2011 12:57:33 UTC
End time 15-Aug-2011 13:47:10 UTC
PC Player
# of video downloads 3,727,753
# of video IDs 1,235,676
# of videos with single encoding 1,129,548
# of videos with multiple encodings 106,128
Video traffic (PC player) 40.3 TB
Mobile Player
# of download connections 2,480,703
# of video IDs 73,601
# of videos with single encoding 70,388
# of videos with multiple encodings 3,213
Video traffic 1.6 TB

videos where embedded into other sites). We do not consider this information because we aim at

caching video data, since it is supposed to be mostly static data and therefore qualifies for caching.

Furthermore, video traffic accounts for the majority of YouTube related traffic and is therefore also

the most interesting part of the YouTube related traffic for caching.

Table 9.1 describes the data set obtained throughout the monitoring process. The measurement

was started in mid-July and was continually observing all video downloads until mid-August. We

decided to distinguish between PC player and mobile player traffic, as shown in the table. PC player

traffic was the dominant traffic type with respect to the overall amount of traffic. Furthermore,

mobile players issue several connections for a single video download. Similar to [67], we use HTTP

return codes for distinguishing between PC player and mobile players: Video requests from PC

players are answered with a HTTP 200 OK return code, while mobile video requests are answered

by 206 Partial Content.

Mobile downloads are only responsible for a small share of the overall video traffic (1.6 TB for

mobile downloads vs. 40.3 TB for PC downloads) in our network. However, mobile downloads are

responsible for quite a large number of connections. This is due to the download procedure which

delivers a single video in multiple connections, as described in Section 9.2. We did not log the byte

range requests from the clients requesting the actual chunks. Thus, we cannot give precise numbers

about how many video downloads have been seen.

One interesting difference between mobile and non-mobile traffic can be found in the video

encoding statistics, as shown in Figure 9.3. Most watched videos on a PC platform are transmitted

as MPEG-4 AVC (H.264) encoded video with a 360p resolution which is embedded into a flash
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Figure 9.2: Video encoding for PC traffic
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Figure 9.3: Video encoding for mobile traffic

container. Mobile videos are usually not embedded into flash containers, but are downloaded in a

MP4 container. As for video content, the same encoding is used with a 360p resolution.

Hence, if the same video is watched with a mobile and a PC-based player, there is a high probability

that a cache needs to deliver a completely different video (from a cache’s point of view) for the same

requested video. Operator networks that provide network access to an equal amount of mobile and

PC-based devices, might therefore have to cache a lot of videos twice due to different encodings.

We were curious about the content types which have been requested most often by the users and

therefore examined the most often viewed videos from PC players. The biggest share of the most

popular videos where advertisements. Seven of TOP 10 videos can be placed in this category, with

most of them being short ads for computer games. One particular popular video (Top 2) is part of a

campaign advertising for a German pay TV station. We think that these videos were embedded into

non-YouTube related sites and automatically downloaded by users who have visited those sites.

The remaining two Top 10 videos are a news clip from CNN and a short fun movie. Advertisements

or trailers for computer games, movies, cell phones, or beer dominate the Top 30 of the most often

viewed videos. Each of these videos has a view count of more then 1500 views, and most of them

are clips with a run time of less than two minutes. In the following section, we discuss several

parameters that are relevant for caching this video traffic.

9.4 Evaluation

This section discusses video properties of the data obtained in the previous section. Relevant

parameters for caching are discussed in Section 9.4.1. Section 9.4.2 evaluates the benefits of such
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Figure 9.4: Requests per video
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Figure 9.5: Overall traffic depending on
the number of requests

an in-network cache. Due to the fact that PC player traffic is dominant in our observations, we will

restrict our further discussion to PC player traffic. We will only discuss mobile device video traffic

only if its properties differ significantly from the PC player traffic.

9.4.1 Relevant Videos Parameters for In-Network Caching

There are several important factors of video traffic that have large impact on a cache. These

properties include video sizes, number of views of a single video or the inter-request times of

multiple views, as caches can only provide benefit if videos or parts of videos are watched more

than once. We distinguish between videos from a caches’ point of view: Two videos are considered

to be different if they have a different YouTube video id, or if they share the same video id but

are encoded in different formats. In the following, we use the term video to address unique video

content. Furthermore, the term request corresponds to a partial or full request of a video, while the

term view indicates a full download of a video.

Figure 9.4 presents the share of videos out of the observed videos that have up to a particular

number of requests. Our data reveals that about 60% of all videos are only requested once within

our measurement interval.The remaining 40% of the videos can be cached and delivered from the

cache to other clients for subsequent requests. The majority of the videos have been requested

ten or less times, but some of the videos are watched several hundred or even thousand times. On

average, each video is requested 2.7 times.

The huge share of videos that are viewed only once or a couple of times could lead to the assumption

of only little potential for caching. However, if traffic volumes are considered, different trends can

be observed: Figure 9.5 plots the amount of video content delivered from the YouTube servers

for videos that have less than a certain amount of views. The majority of videos that have been

requested only once are responsible for only approximately 30% of the video traffic. Thus, 70% of

the traffic is generated by videos which are viewed at least two times. Videos that are watched more

than once account for the biggest part of the traffic, which emphasizes the potential of in-network

caches.
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Figure 9.6: Total requested data of all videos
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Figure 9.7: Total requested data per video

Figure 9.6 summarizes the influence of individual videos on the overall amount of download traffic.

The graph shows the sum of the requested data per video sorted by traffic size in order to outline

the traffic contribution of the individual videos. One can see that 80% of the videos are responsible

for about 10 TB of traffic, while the remaining 20% account for 30 TB of all downloaded video

data. By identifying and caching such high-profile videos, a cache can significantly decrease the

amount of download traffic and achieve good cache hit rates without the need of a large storage

capacity, since 20% of the videos generate 75% of the video traffic.

If we examine the share of traffic for individual videos, we can recognize a similar trend. Figure 9.7

plots the amount of traffic per video sorted by traffic size. The amount of traffic for each video

is accumulated over all requests of the video during our measurement period. Only a very small

fraction of videos contributes a very small share to the overall amount of video data. These

videos were probably watched only for a single time and/or were aborted before being downloaded

completely. 4.2% of the videos’ download sizes are less than 1MB in data, while 4.9% of the video

downloads generated more than 100 MB of traffic. Thus, more than 90% of the videos generate

between 1 and 100 MB of traffic.

Request size and number of requests per video are the two factors that contribute to the amount of

traffic that is generated by a single video. Very large videos are responsible for a large amount of

traffic even if they are watched only a few times. Small videos that are viewed very often can also

accumulate a lot of traffic over a large time interval. From a caches’ point of view, videos with high

request rates are most beneficial for hit rates and cache efficiency. Moreover, high request rates in

combination with large request sizes would further reduce traffic from the YouTube servers which

results in a decrease of link load between the edge network and the Internet. Table 9.2 lists the

amount of traffic and the number of views by the TOP 5 videos which generated the most download

traffic1.

1 Video URLs: http://www.youtube.com/watch?v=$videoID

http://www.youtube.com/watch?v=
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Table 9.2: TOP 5 Videos
TOP Traffic (GB) Request Count videoID
1 68.3 7758 hJd9iCbpwuI
2 33.3 4204 zM41GVYYOMI
3 16.4 22 roFmDA2 yhg
4 16.3 2826 60ZO8fVkfH4
5 14.5 4944 Wsfgyyvs1tc
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inter-request time
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Figure 9.9: Request period depending
on the number of requests

As one can see, the characteristics of the Top 5 videos in terms of generated traffic load and number

of views differs significantly. The two videos with the highest amount of traffic generate almost the

same amount of traffic than the next 8 ranked videos together. The heterogeneity of the videos is

indicated by the number of requests, e.g. the video that is ranked third is only requested 22 times

but contributes 16.4 GB of traffic whereas the video on fifth place is requested 4944 times. The

same characteristics can be recognized for the top 20 videos in terms of requests. However, if we

examine the overall video population, we can see that the number of requests is still a reasonable

decision factor whether a video should be cached or not. This is due to the fact that average request

size of all videos is 12.8MB.

Besides the amount of generated traffic per video, request patterns play an important role for the

efficiency of a cache. Now, we take a closer look on the average inter-request time of the videos

and the time period during which the videos were requested. Due to the heterogeneity of the videos,

we decided to evaluate both characteristics for different groups of videos. The videos are grouped

according to the number of requests which reflects their popularity. We defined three popularity

groups: Low, Medium, and High. Videos are assigned to these groups based on whether the number

of requests is in one of the following groups: [2,10[, [10,100[, [100,∞[.

Figure 9.8 plots the average time between subsequent requests for these groups. It reveals that this

average inter-request time of videos differs significantly depending on the video classification. 95%

of the average inter-request-times of high popular videos are between 1000 and 10000 seconds.
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Figure 9.10: Probability for a video not being re-requested

This is in strong contrast to those with less requests: videos with low or medium popularity have a

much higher variance of their inter-request times. The majority of these videos have an average

time between requests of around 30 seconds.

We assume that this represents a typical value for non-popular videos that are posted in social

networks. Thus, it is likely that friends will request the posted video resulting in a couple of full or

partial downloads within a rather short period of time. In addition, a second peak can be recognized

for videos with less than 100 requests for an average inter-request time of approximately one day.

Another important characteristic for caches is the time difference between the first and the last

request of a video. We are able to calculate this time for our data set. It should be noted that

the maximum request period is limited by the measurement period. The cumulative distribution

function of the request period of videos with low, medium and high popularity are shown in

Figure 9.9.

The figure points out that videos with a smaller number of views tend to have a shorter request

period. 44% of videos with less than 10 requests have a request period of less than a day. This

share decreases for videos with medium and high popularity to 20% and 3%, respectively. More

than 50% of the high popular videos have a request period of more than two weeks. Almost 12%

of all videos were requested over the whole measurement period which shows that a significant

amount of videos are popular over a long time-period.

Cache sizes are very important for the estimation of caching benefits. Due to limitations in cache

sizes, videos that are no longer watched need to be removed from a cache as soon as its disk is no

longer able to store new videos. A video should not be removed if the probability for a subsequent

request in the near future is still high. An indicator for estimating the probability of a future request

is to examine the history of requests. For this reason, we evaluated the probability that a video is

requested at least one more time depending on the number of previous requests. Figure 9.10 shows

the complementary probability of this event in order to provide a higher readability.
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Figure 9.11: CDF of request offsets
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Figure 9.12: Request sizes

The probability that a video is requested at least one more time increases with the number of

requests. The re-request probability of a video that was requested one time in the past is already

60%. This probability increases to 86% for videos that were requested 10 times and exceeds

98% for videos that were requested more than 100 times. The trend suggests that this probability

converges against 99.9%. However, the number of videos with such a high number of requests

was too low during our measurement period to support such a statement with a sufficient level of

significance.

YouTube users do not necessarily watch videos from the beginning since embedded YouTube videos

can directly jump into a specific part of video by specifying a starting offset. Furthermore, if a user

forwards a video to a not yet downloaded offset, a new TCP connection will be opened which starts

a new download beginning from the chosen offset.

Figure 9.11 shows the CDF of the offset of all requests. The figure reveals that 72% of all requests

have an offset of zero. This means the majority of the users request the beginning of a video, which

is very beneficial for caches. Only 3.5% of all requests have an offset greater than 1000s which

results from the fact that the average video duration is 331s.

In addition, users can abort a video download before the video has been downloaded completely.

This can happen for several reasons, such as the user experiences bad download quality or is

not interested in the video [67]. Therefore, we evaluate the behavior of the users by calculating

the fraction of request size and video size in order to track how much of the video the user has

watched. The results are plotted in Figure 9.12. The figure shows that more than 50% of the

requests download the complete video. Another 20% still download almost half of the video while

only a very small fraction requests a small part of the video.

Videos that are not watched completely do not need to be fully cached. A cache has to decide

whether the complete file is downloaded when a new video is requested, or if it only stores the

requested bytes. We therefore examine whether certain parts of a video are watched with a higher

probability, e.g. if the beginning of a video is more likely to be watched than the middle or the end

of the video. Thus, we divided each video into chunks and calculated the probability for each chunk
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Figure 9.13: Request probability of different video chunks

to be downloaded. Offsets in a video request to the YouTube servers are defined in milliseconds.

However, for caching purposes, we are interested in byte chunks. Hence, we need to calculate

byte offsets. For this calculation, we use meta information from the flash containers that provides

information such as total video length (bytes and duration). Our log files did not provide this

information for other containers. Thus, we can only evaluate the chunk information for videos

which where embedded in flash. Figure 9.13 shows the probability for different parts of the video

to be watched in a given download.

We observe that not all chunks are viewed with the same probability. Video parts from the beginning

of the video are more likely to be viewed than the latter parts of the video. The probability for a

chunk to be viewed is decreasing with its distance from the start of the video, which is probably

due to the fact that users abort a video before it is completely downloaded. We will study the effect

of this finding in the following from a the view point of a cache. If a cache loads and stores chunks

that are not delivered to the users at all, then it will create unnecessary traffic to the YouTube

infrastructure. Furthermore, this content fills up disk space which can then not be used to cache

relevant chunks.

In theory, one would expect very high probabilities for the beginning of a video to be watched

most often. This expectation is based on the fact that video starts in the beginning is the default

behavior when videos are played on the YouTube portal. One would further expect this probability

to decrease as users realize that they are not interested in a video or find a more interesting video in

the related videos.

However, our data suggests that this is not true. The reason is probably that a lot of videos in our

data set are not accessed via the YouTube video portal but embedded into other sites such as social

networks. This embedded video does not have to start with the beginning of the video. Instead,

it can be linked with a parameter that specifies an offset into the interesting parts of the video.

Another explanation for this effect can be the behavior of the player: Whenever the user forwards

the video to a position that is not yet fetched from the server, the player will close the current
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Figure 9.14: Request characteristic: Video Hits
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Figure 9.15: Request characteristic: Content Hits

connection. Afterwards, a new connection is opened with a request that contains an offset to the

new position in the video.

These findings conclude that only the very last part of the video has a smaller probability of not

being requested. When looking at the statistics of which parts of each video have not been requested

at least one time, we could only find less then 2% of video parts, which have not been requested at

least once. We therefore conclude, that a cache should always try to cache complete videos and not

only certain parts of a video as there is a high probability that the other parts could be requested in

a subsequent request.

9.4.2 Caching Benefits

For our evaluation of caching benefits, we use our measurement data as input for a simulation. Our

simulation aims at answering the question: ”What if a YouTube video cache had been deployed in

the network during our measurement period?” We calculate benefits that could have been provided

by different caches and caching strategies.

Caching strategies that define how videos are downloaded and replaced are very important. Another

important factor is the disk size, which is a major limitation factor for cache performance. A

caching strategy must decide for each user request, whether it will download the complete video or

only those parts that have been requested by a user.

Zink et al. [136] propose to download complete videos upon user request and deliver subsequent

requests from this video cache. They also propose a last recently used replacement scheme from

the cache: If disk space is exhausted and a new video needs to be stored, the video that has not been

requested for the longest time is removed from the cache.

We implemented a simulation of this caching strategy and plotted the video and content hit rates for

various disk sizes. A video hit is a user request for a video, which can be successfully answered

from the cache. Video misses are user requests for videos that need to be fetched from the YouTube

video servers. The same is applied to content hits and misses. Here we consider how many bytes of
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Figure 9.16: Downloaded content from YouTube video servers

the request needed to be fetched from the YouTube servers and how many bytes could be delivered

from the cache.

Figure 9.14 shows the cache hit and miss rates for all video requests during our measurement

interval depending on the cache size. We simulated caches with disks sizes between 100 GB

and 35 TB, in order to determine hit an miss rates. Similar to Zink et al., we can see good hit

rates. About 40% of all requests can be delivered from a cache with very small disk sizes (e.g.

100 GB). A cache with 2 TB disk space, could achieve a hit rate of more than 50%. Our maximum

achievable video hit rate is more than 60% for a cache that is able to cache all requested content

which corresponds to the video re-request probability for a video as shown in Figure 9.10.

However, a hit rate of more than 50% of the videos does not necessarily imply a high content hit

rate. Figure 9.15 shows the content hit rate for caches of various sizes. We plot for each requested

byte whether it could be delivered from the cache or whether it must be fetched from the YouTube

infrastructure. Similar trends can be observed when looking at the hit and miss rates. However,

2 TB of disk space are not sufficient for a 50% hit rate in the cache. We need at least 8 TB in order

to achieve a content hit rate of 50%. The maximum content hit rate is smaller than the video hit

rate, but still exceeds 55%.

While these figures appear to be amazingly good, this caching strategy requires downloading the

complete video. From our previous evaluation, we know that parts of the videos are not necessarily

downloaded. Figure 9.16 shows the number of bytes that have been fetched from the YouTube video

servers depending on the cache size. It can be seen, that this number is very high for small cache

sizes and reduces to 33.6 TB with higher cache sizes. The reason for this is that all unique video

content, if fully downloaded, results in 33.6 TB of traffic. However, users did not download this

unique content completely, but only parts of it. This unnecessarily fetched data must be stored on

disk and occupies disk space which is needed for videos that are requested completely or requested

multiple times. For small cache sizes, many important videos are removed from the cache, and

need therefore to be downloaded from YouTube several times for subsequent user requests. It is

therefore important not only to look at cache hit rates, but also on the number of bytes which have
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Figure 9.17: Chunked caching strategies

to be fetched from the YouTube video infrastructure. One more important conclusion, according to

our monitored data, is that a caching strategy which fetches the complete content instead of the

requested content, is not an efficient strategy.

Thus, we evaluated a cache which only stores content chunk-wise (chunk strategy): Videos are

separated into 100 chunks, and chunks are only cached on user request. For the reasons outlined

before, we can only consider flash content for this evaluation.

Therefore, the numbers for video data and requested content change: The complete size of the

flash videos is 29.5 TB (compared to 33.6 TB for all videos). 9.7 TB of this video sizes where not

viewed at all, e.g. due to premature download aborts. Storing these parts of the videos in the cache

would unnecessarily occupy valuable disk space. User requests to YouTube for flash content sum

up to 34.4 TB of video downloads, if no cache is used. A cache which downloads the complete

video content if a video is requested (as simulated before), will download 29.5 TB of flash content

from the YouTube provided that it is able to cache all requested videos. These two numbers are

therefore the base-line for our chunked caching strategy.

A caching strategy has to provide mechanisms that decide when to store a chunk. Each chunk

can be stored when it is requested for the first, the second, or more times. This decision has large

impact on storage requirements and download traffic reduction of a cache. Popular chunks need

to be downloaded twice, three times or more before any cache hit can appear, thus reducing the

benefits in download traffic. On the other hand, waiting for a chunk to be requested several times

before caching reduces the required cache size.

We evaluated the effects and benefits of a chunked caching strategy and plotted the results in

Figure 9.17. The figure shows the cache sizes that are required and the traffic to the YouTube

infrastructure, depending on the number of requests of a chunk before this chunk is stored. If we

store chunks at their first request, a cache needs disk space of 19.5 TB for storing all chunks, and

generates the same amount of traffic to the YouTube servers. Hence, when deploying such a cache,

the amount of downloads from YouTube can be reduced by 15 TB. If we cache chunks on the

second occurrence of a chunk, the required cache size drops to 5 TB (diamond markers), and the
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amount of traffic to the YouTube servers increases to about 25 TB (cross markers). The amount

of reduced download traffic drops by this 5 TB (triangle markers), since popular chunks need to

be fetched twice. By comparing the results of the chunked caching strategy with the complete

download strategy (triangle markers vs. dashed line), we can see that a properly configured chunked

caching strategy performs much better than a properly configured strategy that downloads complete

videos. Furthermore, the chunked strategy allows to deploy smaller caches to achieve this high

caching benefits.

9.5 Discussion

In the study presented in this chapter, we used our measurement setup to analyze traffic between

a large operator network and the YouTube video distribution site for over a month. During this

time, we observed more than 3.7 million video downloads from PC devices and more than 2.4

million mobile video download connections. We found different properties, e.g. encoding and

containers, for the different types of download connections. From a traffic perspective, our data set

was dominated by PC devices which were responsible for 40.3 TB of download traffic compared to

mobile devices which were only responsible for 1.6 TB.

Our analysis of the video proprieties therefore concentrated on the PC player downloads. This

analysis found good local popularity values for YouTube videos. Good local popularity is an

essential prerequisite for high caching potential.

Several videos where watched quite often in the same video encodings and resolutions within time

frames that allow a cache to profit from such user download behavior. However, we also found

user behavior that can have significant negative impact on caching performance and effectiveness.

Behavior that can lead to negative impacts are users who prematurely abort a video.

Caches that do not take this behavior into account, experience caching performances penalties

compared to properly configured caches. Hence, a cache must employ good caching and content

replacement strategies. In order to determine the effects of different strategies, we run a couple of

trace-driven simulations. They revealed that simple strategies can lead to good video hit rates with

relatively small cache sizes. These simulations validate the findings by other researchers. However,

we also examined content hit rates. Content hit rates were lower compared to video hit rates. A

video hit rate of 50% could be reached with 2 TB of disk space. A comparable content hit rate

required a cache size of 8 TB.

Previous studies did not consider bandwidth load on the access links. Our analysis revealed that a

under-dimensioned cache that employs a content download strategy that loads the complete video

can produce significant bandwidth on the Internet link. Such a content download strategy can lead

more load on the access link, compared to a setup that omits the cache completely.
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To circumvent these problems, we evaluated chunked caching strategies that restricts downloads to

relevant chunks. We evaluated several different configurations of the chunked strategy and found

that they provide very good performance for YouTube video content.
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10 Analysis of the TLS/SSL X.509 PKI

Notice of adoption from previous publication: The text in this chapter is based on the paper

• Ralph Holz, Lothar Braun, Nils Kammenhuber, and Georg Carle. “The SSL Landscape -

A Thorough Analysis of the X.509 PKI Using Active and Passive Measurements” in Pro-

ceedings of the 11th Annual Internet Measurement Conference (IMC ’11), Berlin, Germany,

November 2011. [3]

The author of this thesis performed the passive measurements. He developed both measurement

setups, including adoptions to the Bro IDS software to allow for reliable extraction of certificate

chains. He performed the analysis of the passive measurement data with regard to the TLS/SSL

connections and their properties. Furthermore, he contributed to the analysis of the certificates and

the interpretation of the results.

The author of this thesis rewrote the text of the original publication. As part of this rewrite, several

sections that were part of the original publication have been removed because the author of this

thesis considers them to be of minor importance. The removed portions of the text discuss the

number of distinct intermediate certificates and chains, the statistics on certificate issuers, and

the text on further certificate parameters. Additional information was added compared to the

paper in order to clarify the argumentation. The section on service pervasiveness introduces new

information that helps with interpreting the pervasiveness findings. Our discussion on Debian weak

keys distinguishes between all and distinct certificates in order to be able to discuss the differences.

We include the data set MON2 into our discussion of chain lengths. Finally, we included a second

data set in our discussion of certificate quality in order to highlight the changes throughout our

monitoring period.

Ralph Holz improved the methodology for certificate verification and validation after the paper

was published. These improvements have impact on the certificate verification and validation. He

performed a re-evaluation of the data sets. The re-evaluation only shows little variations, less than

1%, from the original results in the paper.

The numbers and figures in this chapter are based on the results of the re-evaluation. All figures in

the chapter have been re-created by the author of this thesis. He changed the plot style of several

figures in order to make them easier to read and understand.
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10.1 Introduction

Protocols such as TLS and SSL are important in today’s Internet, as more and more privacy

sensitive information and confidential data is sent through the network. Organizations such as the

IETF encourage the inclusion of security mechanisms into the software and protocol definitions.

Specifically, the IETF requires all published protocol standards to contain a section on security

considerations as part of the protocol specification [189]. The best current practices document in

RFC 3552 [190] recommends the use of IPSec [191, 192] or TLS [193] to protocol developers

to achieve basic security goals. Many IETF protocols that are designed to be used over the open

Internet often rely on SSL [194] or some version of TLS [193, 195] in order to provide encryption,

data integrity and entity authentication.

Both protocols rely on a Public Key Infrastructure (PKI) to provide authentication of end points.

Besides authentication, the PKI is also used to distribute the keys that are required to set up encrypted

connections between the communication end points. The PKI is built using the ITU standard X.509,

which has been adopted by the IETF as an Internet standards track protocol [196, 197]. Protocol

implementations and the underlying cryptography in TLS/SSL can be verified, providing some

insight into the security they offer.

An assessment of the X.509 PKI is more difficult. The structure of the PKI involves multiple

organizational entities and (potentially) human-driven processes that cannot be easily evaluated

from the outside. These processes are used by Certification Authorities (CA) to create certificates.

Certain steps must be done properly in order to ensure the security of the system, e.g. verification

of entity identities. As the CAs’ process implementations cannot be seen from the outside, end

users are required to trust them without the possibility of independent review.

Problems in a single CA can have wide impact on the security of the complete PKI, e.g. in the PKI

used for the WWW. A web browser is shipped with a number of trusted CAs that are allowed to sign

certificates or allow other CAs to perform this action for them. Related work by the EFF analyzed

the number of entities that are allowed to sign certificates for every host to be very large [145].

The EFF analysis found a total of 1,482 CAs that can create trustworthy certificates [145]. Each of

these CAs is able to create certificates that are considered valid by a browser for any domain. A

single compromised CA in this tree can therefore provide certificates that can be used for man-in-

the-middle attacks for every known domain. While it is difficult to evaluate the processes within

the CAs, researchers can try to analyze the certificates that are generated by them. Our goal is

to obtain an understanding of the TLS/SSL landscape by the analysis of the deployment of the

X.509 infrastructure. Traffic measurements are an important concept that can provide the necessary

information to conduct a deployment study.

This chapter presents our evaluation of the Internet-wide deployment of the X.509 infrastructure for

SSL and TLS. We collect TLS/SSL certificates by active and passive measurements and check their
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security-related properties. Our data sets are enriched by publicly available certificate repositories

(see Chapter 4.3 for a discussion of related work).

Combining our active data set with the data extracted from passively monitored TLS/SSL con-

nections allows us to gain a thorough picture of the TLS/SSL landscape. Active measurements

allow us to gain insight in the state of the deployed PKI infrastructure and certificates. Passive

measurements can complement this view with information on the parts of the infrastructure that is

actively used. Furthermore, passive measurements allow us to observe additional uses of TLS/SSL

that are not visible using active scans, e.g. usage of TLS/SSL with protocols other than HTTP.

For this task, we perform packet-level measurements of TLS/SSL connections on a 10GE link of a

large university network. The measurements observe around 250 million SSL and TLS sessions

over a four-week period. They collected the exchanged certificates as well as security-related

parameters of the communication, e.g. the negotiated ciphers.

The remainder of this chapter is organized as follows. Section 10.2 introduces X.509 and the

structure of the PKI that is built upon the standard. The section highlights the relevant security

parameters and properties, possible flaws in the processes that are responsible for setting these

parameters, and the security implications of errors. Our data sets, their properties and the active and

passive measurement methodology that we used to obtain the data are presented in Section 10.3.

Section 10.4 presents the analysis and security related properties of the PKI information contained

in the data sets. The chapter concludes with a discussion in Section 10.5.

10.2 X.509 Public Key Infrastructure

We introduce the fundamental properties of the X.509 infrastructure and the certificates that are

used to authenticate TLS/SSL end points. Our focus is on a short summary of the properties that

are relevant for understanding the following sections of the chapter.

The Public Key Infrastructure is built around Certification Authorities (CAs) which issue certificates.

Each certificate contains information that can be used to identify the identity of an end point of a

TLS connection. It is used to authenticate the TLS end point during connection setup. An end point

has to provide the certificate as part of handshake, and the other side of the connection can use the

information in the certificate to verify the identify of the other party.

Each CA needs to have a process for the generation of certificates. A crucial part of this process

is the verification of the identity that is encoded into the certificate. In the following, the term

identity will refer to the property that is encoded in the certificate properties, e.g. we refer to

the domain name www.google.com instead of the company Google Inc. It is up to the CA to

define the implementation of the identity check. The CA Browser Forum defines a document that

specifies the Baseline Requirements [198]. Browser vendors like Mozilla define criteria that must

be implemented by CA before they can be included into the root Store [199].



144 10 Analysis of the TLS/SSL X.509 PKI

X509v3	  Cer+ficate	  

Version	   Serial	  No	   Sig.	  algo.	  
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	  Not	  Before	   Not	  A7er	  

Subject	  Public	  Key	  Info	  
	  
	  

X509	  v3	  Extensions	  
	  
	  

Signature	  

Algorithm	   Public	  Key	  

CA	  Flag,	  EV,	  CRL,	  etc.	  

Figure 10.1: Schematic view of an X.509v3 certificate.

After the CA successfully checked the identity of the certificate requester, it will create the

certificate. As part of the creation, the certificate is signed by the issuer to ensure its authenticity.

Each certificate carries an additional important piece of information: the public key of the end

point. The certificate thus provides a binding between the public key and the verified identity.

This behavior can then lead to a transient binding of the certificate holder, who must possess the

corresponding private key, and the identity.

Figure 10.1 shows a schematic certificate with the fields that are relevant for our analysis. A

certificate contains information about the issuer – the CA that generated the certificate – as well

as the identity that has been checked. This identity is encoded in the subject1 of the certificate.

It must be chosen in a way that allows TLS/SSL end points to valid the identity. Certificates

are most often issued to servers and used to authenticate the server in protocols such as HTTPs,

IMAPs, SMTPs, or POP3s. In most cases, the identity is encoded as the host name of the

system, e.g. www.google.com. A identity can also match explicitly to more host names such as

www.google.com and www2.google.com. Furthermore, it is also possible to issue a certificate for a

wildcard – multiple not explicitly specified host names – to identify all hosts of a particular domain,

e.g. *.google.com. The TLS/SSL end points have to check whether the DNS name announced

in the subject field matches the DNS name of an authorized end point or the DNS name of the

requested host.

As mentioned before, the certificate contains the public key of the end point. It is used to set

up the encrypted connection. Each certificate has a lifetime, which is encoded in the validity

period. TLS/SSL end points are expected to check whether certificates are still considered valid

when the TLS/SSL connection is established. In addition, X.509 allows the definition of certain

extensions [200]. Most of the extensions are of minor importance for our analysis, and we will

introduce some of them as needed throughout the text.

1 For HTTPs it is often encoded in the Subject Alternative Name or Common Name fields.
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Figure 10.2: Growth of the NSS/Mozilla Root Store.

Certificates will be exchanged during the setup of the TLS/SSL connection. The certificates must be

parsed in order to determine whether the communication is directed towards the desired system. If a

server is presented with certificate by the client, it can determine whether the client is authorized to

perform a connection. Some protocols, such as IPFIX [55], recommend such mutual authentication:

A flow exporter is expected to present a certificate to a collector in order to enable the collector to

check whether data is coming from an authorized exporter.

In many cases, however, only the server presents a certificate to the client. A client has to check

whether the subject field of the presented certificate matches to the requested host name, e.g. during

the establishment of an HTTPs connection: The browser needs to check if the subject field of the

certificate matches the domain the browser wanted to connect to. Finally, the end points must check

if the presented certificate was issued by a trusted CA.

X.509 does not require all certificates to be signed by a single CA, but allows for many CAs to

be trustworthy. Thus, the certificate generation process may be distributed onto multiple entities.

Furthermore, it allows to create private certification authorities, such as company-internal PKIs for

private purposes.

End points are required to know which CAs are trustworthy, i.e. they need to know the certificate

of the trusted CAs before the TLS/SSL connection is established. Trusted CAs must therefore be

something that is externally configured on the system that participates in a TLS/SSL connection.

Web browsers, for example, are shipped with a so-called Root Store that contains a list of trusted

CAs. This list is provided as a list of certificates: The trusted CAs issue self-sign certificates that

identifies them. These certificates are called Root Certificates and vendors include them into their

Root Stores.

The process of including CAs into the root store is vendor-specific, and each vendor might trust

different CAs. We analyzed the number of root certificates in the Mozilla Root Store. Figure 10.2

displays the number of active certificates in that store from 2001 to 2012. During this ten-year

period, the number of trusted CAs rose from 20 to over 140.
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Figure 10.3: X.509 certificate chain examples.

The number of trusted authorities can be seen as one metric for the security of the overall PKI: Any

trusted CA is allowed to create a certificate for any domain. An adversary who can compromise a

Root CA would be able to issue a valid certificate for every domain, and would be able to use it for

attacks against potential victims.

A compromise of a CA has happened before, for example as described in [201, 202]. An attacker

hacked several CAs and was therefore able to create certificates for arbitrary domains. The first

well-publicized incident involved only a small number of certificates, and resulted in blacklisting

of the affected certificates by browser vendors [201]. In the other case of DigiNotar [202], more

than 500 forged certificates have been created and could have been used in man-in-the-middle

attacks. The root certificate of the CA was completely removed from the Mozilla root store after

this security breach.

However, it is not necessary that an attacker compromises one of the certificates in the root store

due to the chain of trust. The X.509 PKI infrastructure is not a flat infrastructure, but instead formed

like a tree – since many CAs exist: a forest. Figure 10.3 shows a simple example forest.

As previously mentioned, root CAs reside at the top and issue certificates for themselves (Rx). Their

certificates are usually not used for directly signing of end-user certificates. Instead, the root CAs

issue intermediate certificates (Ix) that are then used to sign the end certificates. This is done for

multiple reasons:

• Delegation of signing rights to other authorities

• Simplification of the removal of compromised keys

• Cross-signing between Certification Authorities

A CA may decide to delegate the signing of end-user certificates to other authorities. An example

for such a delegation can be seen in the German research community: Many German universities



10 Analysis of the TLS/SSL X.509 PKI 147

run their own computer networks, and connect to the “Deutsche Forschungsnetz” (DFN). DFN

provides a network that inter-connects the universities and provides a connection to the rest of the

Internet. Besides Internet connectivity, DFN offers additional services to the universities such as

connection to the WWW X.509 PKI. Unfortunately, the certificate of the DFN CA is not part of

most root stores.

However, Deutsche Telekom possesses a CA that is included in many browser root stores. DFN

received an intermediate certificate that enables them sign certificates. The DFN then delegates

the process of identity verification to German universities. Delegation of certificate creation rights

therefore allows CAs, such as the Deutsche Telekom, to delegate the process of identity verification

to authorities that are better equipped for the job.

Another important aspect is the exchange of keys in case of a compromise. Changing a certificate

that is included in root stores of software is a complicated and time-consuming task. If a root

certificate is compromised, then the replacement requires to change the vendor root store and

updating all root stores at the end users, e.g. by deploying an updated version of the software. CAs

are interested in not having their root certificates compromised. However, access to private keys

is important for the signature process that is part of issuing end-host certificates. Intermediate

certificates allow a CA to perform the task of signing end-user certificates with another certificate

than the important root certificate. They can therefore keep their root certificate offline unless it is

needed to sign an intermediate certificate, thus increasing the security of the root certificate.

Finally, intermediate certificates allow for easy cross-signing between authorities. Including a root

certificate into a root store can be a difficult and long-lasting effort. Cross-signing allows CAs that

are not present in one vendor’s root store to be able to issue certificates that are accepted by the

products of the vendor. In order to do so, it needs to get an intermediate certificate from another

CA that is included in the vendor’s root store.

Intermediate certificates lead to the concept of a certificate trust-chain. A TLS/SSL end point might

not trust the intermediate CA that signed an end-certificate, but could trust the root certificate at the

end of the chain. Consider the example from Figure 10.3: If a TLS/SSL end point needs to validate

certificate E1, it has to check the complete chain I2→ I1→ R1 until it finds the root certificate R1

that is included in its store. A chain may get arbitrarily long in theory.

While intermediate CAs provide the benefits mentioned above, they also introduce a problem: A

vendor might try to limit the number of root certificates in his root store to trusted CAs. He might

decide to include the certificate for CA A because he thinks this CA is trustworthy. And he might

decide to not include the certificate for CA B. However, if A signs the certificate of B, then the

vendor’s products will accept certificates from B as trustworthy.

If a CA certificate is signed by any root CA or any other intermediate CA, it will be trusted by the

vendor that included the root CA. Increasing the number of CAs also provides a larger number

of potential victims for someone who wants to compromise the PKI: If an adversary manages to
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compromise any of the intermediate CAs, he will be allowed to create certificates for every domain

and every host.

In order for a end-host certificate to be valid, several properties including the trust chain must be

valid. Validity checks are performed by browsers and presented to end users in case problems have

been found. However, studies showed that the most common reaction to browser warnings is to

ignore the warning and proceed with the connection [203].

All these properties can lead to the conclusion that the X.509 infrastructure is a fragile construction.

This claim or similar concerns has been voiced by different researchers [14, 204]. The goal of this

work is to present an overview of the current state and the use of the deployment of the infrastructure

in order to provide data on the real state of the quality of the deployment. In order to do this we

perform extensive scanning of the TLS/SSL infrastructure and perform passive measurements

of TLS/SSL connections. We compare the state of the deployment with the actual usage of the

protocols and the deployed infrastructure.

10.3 Data Sets

Our analysis includes a number of different data sets that are obtained by different measurement

techniques on different locations. The first type of data sets have been acquired by active mea-

surements of TLS/SSL certificates. The second type of data consists of certificates that have been

collected using packet-level measurements. Section 10.3.1 presents the active measurements. It

describes our active measurements and the tools we employed to perform the certificate collection.

Tools and capturing setups for the passive measurements are described in Section 10.3.2.

The resulting data sets and some of their properties are described in Section 10.3.3. An overview on

the data sets is presented in Table 10.1. All sets that have been collected using active measurements

have been published in order to make them available to the scientific community for further

analysis [205]. The data collected by passive packet-level measurements could not be published

due to privacy concerns.

10.3.1 Active Scans

In contrast to related work done by the EFF, we did not base our active measurements on complete

IPv4 address space scans. Instead, we used the Alexa Top 1 Million Hosts list [148] to determine

our scan targets. For each scan, we obtained a current version of the list at the date on that we start

the scan. Alexa Top 1 Million contains a list of the most popular domains based on the ranking

methodology of Alexa Internet, Inc.

Our goal was to obtain a list of popular domains. While the absolute accuracy of the list is

disputable [206], we found it to be the best option to get a rough estimate of the popularity of a
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Figure 10.4: Active SSL certificate measurement process

site. We are especially not interested in whether a domain X and Y are ranked as the (n)th and

(n+1)th popular sites, but more in whether they belong to one of the TOP 100 sites or have a

popularity that is more to the bottom of the ranking. We slightly modify the list to match browser

behavior: For each domain in the list, we choose the original domain name from the list, as well

as a version of the domain that contains a www prefix if no such prefix is included in the domain

name. Hence, we have a list of roughly two million (1,984,459) domains that are queried in our

active measurements.

Figure 10.4 provides an overview of the active measurement process. Active measurements had

two phases: In the first, the nmap [12, 207] network scanner was used to determine which of the

listed domains operates an open TCP port 443, i.e. the port that is used for HTTPs connections.

A total of three scans were performed. All domains with at least a single successful connection

attempt were included on a list of potential TLS/SSL services. Hence, this first step resulted in a

list of domains that offered service. It was afterwards used to collect TLS/SSL certificates. For

this, we visited all the list members using the openssl tool that was configured to conduct a full

TLS/SSL handshake. If the handshake was successful, we recorded and stored the full certificate

chain, i.e. the chain of trust, along with the TLS/SSL connection properties that were negotiated

during the handshake.

10.3.2 Passive Monitoring

We monitored all TLS/SSL traffic entering and leaving the Munich Scientific Research Network

(MWN) in Munich, Germany. The monitoring was performed on the same hardware at the same

observation point as described in the previous chapters. We obtained passive measurement data in

two runs at different points in time. We improved our measurement software setup between the first

and second run, whereas the hardware remained the same.
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Short Name Location Time (run) Type Certificates (distinct)
Tue-Nov2009 Tübingen, DE November 2009 Active scan 833,661 (206,588)
Tue-Dec2009 Tübingen, DE December 2009 Active scan 819,488 (205,700)
Tue-Jan2010 Tübingen, DE January 2010 Active scan 816,517 (204,216)
TUM-Apr2010 Munich, DE April 2010 Active scan 816,605 (208,490)
TUM-Sep2010 Munich, DE September 2010 Active scan 829,232 (210,697)
TUM-Nov2010 Munich, DE November 2010 Active scan 827,366 (212,569)
TUM-Apr2011 Munich, DE April 2011 Active scan 829,707 (213,795)
TUM-Apr2011-SNI Munich, DE April 2011 Active scan 826,098 (212,229)
Shanghai Shanghai, CN April 2011 Active scan 798,976 (211,135)
Bejing Beijing, CN April 2011 Active scan 797,046 (211,007)
Melbourne Melbourne, AU April 2011 Active scan 833,571 (212,680)
Izmir Izmir, TR April 2011 Active scan 825,555 (211,617)
São Paulo São Paulo, BR April 2011 Active scan 833,246 (212,698)
Moscow Moscow, RU April 2011 Active scan 830,765 (213,079)
Santa Barbara Santa Barbara April 2011 Active scan 834,173 (212,749)
Boston Boston, USA April 2011 Active scan 834,054 (212,805)
MON1 Munich, DE September 2010 Passive 183,208 (163,072)
MON2 Munich, DE April 2011 Passive 989,040 (102,329)
EFF EFF servers March–June 2010 Active scan 11,349,678 (5,529,056)

Table 10.1: Data sets used in this work.

In order to deal with the large amount of traffic, both runs were configured to sample the first n

bytes of each TCP connection. This is sufficient, as the handshake messages including the X.509

certificates are exchanged at the beginning of a TLS/SSL session setup.

For our first measurement run, we captured the beginning of every observed bi-flow and dumped

all sampled packets to disk, starting a new file as soon as a dump file reached 10 GB. Whenever a

dump file was finished, the TLS/SSL connections were extracted offline. Due to disk I/O and disk

space limitations, we were only able to sample the first 15 kB of each bi-flow.

The second measurement was conducted in April 2011 and employed online TLS/SSL analysis.

For this run, we were able to use the multi-core aware setup presented in Chapter 7. With this setup,

six applications of our monitoring software could be run in parallel. Each instance employed a

sampling process that sampled the first 400 kB of each connection.

For TLS/SSL processing, we used the intrusion detection and protocol parsing system Bro [168]

in both monitoring runs. Using Bro’s dynamic protocol detection feature [208], we were able to

identify TLS/SSL in a port-independent way. We used Bro-1.5 with some applied patches to the

Bro code, which fix some issues and allow us to extract and store complete certificate chains from

the monitored connections.
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10.3.3 Data Properties

Table 10.1 summarizes the locations, dates and number of certificates in the different sets. Table

10.2 provides additional details for the passive measurements. Our data sets can be grouped into

four classes:

Most of the active measurements were conducted from the research networks that our group had

been located in: University of Tübingen and the Technische Universität München. Several active

measurements were carried out in the time span from November 2009 to April 2011, i.e. over the

time span of roughly 1.5 years.

One of the scans, in April 2011, was performed in a different way than the others: The openssl

part of the scan was conducted using the Server Name Identification (SNI) extension of TLS [209].

A TLS connection that is established without this extension will request and receive the default

certificate that is provided by the server. Using SNI, a client can specify the host name of the

certificate it is interested in. This extension allows multi-homing of domains on a single IP

address. The server can therefore provide different certificates depending on the domain the client

is interested in.

Another part of our active measurements were performed April 2011, using PlanetLab [210] nodes

from university networks in different countries. This was done in order to find difference in the

TLS/SSL deployment in different locations of the clients. We wanted to check for location-specific

handling of TLS/SSL clients. Content distribution networks (CDNs), for example, use DNS to

route clients to specific data centers depending on the geographic location. Furthermore, some

countries are known to employ censorship and our hope was to be able to determine whether some

of the certificates are exchanged in order to allow for man-in-the-middle attacks during connection

setups.

Th measurement process from the PlanetLab nodes differed slightly from the ones performed from

Germany. On those locations, we omitted the nmap scans to determine the list of open service ports.

Instead, we used the nmap result set from the scan from Technische Universität München, and only

used the openssl wrapper to collect the certificates. This allowed us to shorten the scan period from

the PlanetLab nodes.

Passive measurement made up for another part of our data set. The important distinction between

certificates obtained from passive monitoring and those obtained by scans is that these certifi-

cates reflect that part of the PKI infrastructure that is not only deployed but also actually in use.

Furthermore, it also contains certificates that are exchanged on ports other than 443.

Our data collection was conducted over two two-week periods in which we extracted all observed

certificates from TLS/SSL traffic. In September 2010, we were able to observe over 108 million

TLS/SSL connection attempts, resulting in over 180,000 certificates, of which about 160,000 were

distinct. Our second run observed, during a similar time span of two weeks, more than 140 million
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TLS/SSL connection attempts, which were responsible for about 990,000 certificates, of which

about 100,000 were distinct.

The monitored network is a research network and hosts several high-performance computing

clusters. We observed much TLS/SSL traffic from these computing clusters. Although most

TLS/SSL connections are from HTTPs, IMAPs or POPs clients to their servers, many certificates

originated from the computing clusters. The reason for this is the special usage of TLS in these

environments: Certificates are used to authenticate user sessions, resulting in many short-lived

certificates (mean validity around 11 hours). As Grid-related certificates are not comparable to

those used on the WWW, we filtered them out in our analysis of certificate properties. The process

of cleaning the data is described in Section 10.3.4.

The last class of data sets are the publicly available data sets that have been collected in related

work. They contain data stemming from a different scanning approach: the EFF conducted a IPv4

address space scan that lasted several months until completed. This data set therefore contains

a larger number of observed certificates, but lacks important information for certificate validity

checks. Because the scan aims for IP addresses instead of domain names, there is no binding

to the expected identity of the certificate owner. Our active measurement data sets contain this

information.

10.3.4 Data Pre-Processing

Besides the standard PKI that is implemented by browser vendors for the WWW, there exist other

PKIs. Some of them are private, e.g. for authentication inside companies. Others are public and

used for special purpose applications.

Our passive measurements revealed a large number of certificates that are not accepted by the

standard browsers, such as Firefox. Instead, they are used for authentication inside computing

centers. The International Grid Trust Federation [211] operates an X.509 PKI that is separate from

the one used for the WebPKI.

As our active measurement data set contained certificate data sets from HTTPs servers, we aimed

at removing the Grid certificates from the passive measurement data in order to improve the

comparability. Our passive measurement setup stored certificates and connection information.

Unfortunately, we did not store a reference from the certificates to the TLS/SSL connections that

exchanged the certificates. We were able to remove the Grid certificates based on the content of

the certificates. Hence, our analysis of certificate properties could be done with a cleaned data set

(see Section 10.4.2). However, due to the lack of reference from the certificate to the TLS/SSL

connection, we were not able to identify the TLS/SSL connections that exchanged the certificates.

Thus, it was not possible to remove the grid traffic from our analysis of TLS/SSL connections in

Section 10.4.1. Although we cannot filter out Grid traffic in this case, we were still able to identify
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some properties of Grid traffic by correlating the encountered IP addresses with those of known

scientific centers.

The certificates could be cleaned from grid certificates using a content filter heuristic. In order to

remove the unwanted certificates, we applied the following simple filter: if the certificate contains

the word “Grid” or “grid” in the issuer field, i.e. the issuing CA, then the certificate is removed.

While we cannot guarantee that the filter is perfectly accurate, we cross-checked the results by

verifying the removed certificate chains using the CAs in the Firefox Root Store. Our findings

show that 99.5% of the trust chains in the removed certificates did not include any CA known to

the Firefox Root Store. None of the removed certificates was considered valid, i.e. not a single

removed certificate contains a valid chain that ended in a CA included in the Root Store.

10.4 Analysis of TLS/SSL Certificates

This section describes the results of our analysis of the collected data sets. Throughout the rest of

this section we will make an important distinction: we either analyze the full data set of certificates,

or we focus on the number of distinct certificates. The complete data set refers to the deployment

of the certificates, i.e. if the same certificate is deployed on two different hosts, we account the

certificate twice. In contrast, the distinct case provides insight into the quality of the certificates

itself, i.e. the same certificate is only considered a single time. Each section contains a reference on

the appropriate view point – full or distinct – that we are taking on the data.

10.4.1 Host Analyses

The first question that we wanted to ask is for the deployment of TLS/SSL in our active measurement

data. This includes the questions on how many hosts do support TLS/SSL, and what connection

parameters they negotiate during the handshake.

10.4.1.1 TLS/SSL Service Pervasiveness

We analyze our scan results in order to determine how widespread TLS/SSL is deployed throughout

the most popular sites. To determine how many hosts offer successful TLS/SSL connection

establishment, we evaluate the results of the scanner described in Section 10.3.1. The results of this

process are shown in Figure 10.5 for scans from November 2009 and April 2011. Our scanning

is performed in two phases: The first phase employs a NMAP scan to determine which of the

domains in our list provide service on the HTTPs port (compare Figure 10.4). A complete TLS/SSL

handshake was only performed with the devices that had an open port.
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Figure 10.5: TLS/SSL connection errors for Tue-Nov2009 and TUM-Apr2011 scans

Figure 10.5a displays the results of the NMAP scans, Figure 10.5b shows the results of the TLS/SSL

handshake for two of our scans. Both scans have been included into the figures because they were

conducted at the beginning and the end of our monitoring period. Hence, they show how the

deployment changed over our monitoring period. We also split our data sets into popularity

categories – Top 1,000, Top 10,000, Top 100,000 and Top 1 million – in order to determine the

usage of TLS/SSL throughout the different groups.

The first finding is that the use of TLS/SSL is more common among the Top 1 million than it is

on the Top 1k: A larger share of the sites in the former category haven an open port than in the

latter category. This finding is somewhat unexpected, as one would expect that high-profile sites

are more likely to support TLS/SSL to secure the connections. A second finding is that share of

open TLS/SSL ports was increasing between our measurements in 2009 and 2011.

A Closer observation of the services running on the open ports provides some correction to the

initial unexpected findings of TLS/SSL support. While the share of open TLS/SSL ports through

the overall Top 1 million list is larger than those of the more popular sites, real TLS/SSL support

is not. Almost all of the Top 1,000 sites that offer a service on the HTTPs port provide TLS/SSL

support that allows the successful establishment of a TLS/SSL connection. Only a small share of

our connection attempts resulted in a problem. Figure 10.5b shows the different failures that we

encountered throughout the handshake. The share of failures increases throughout the population

of the Alexa Top 1 million list.

Roughly one third of all sites that offer service on the HTTPs port resulted in some kind of error.

The most interesting finding is the high number of Unknown Protocol responses. They reflect an
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Property MON1 MON2
Connection attempts 108,890,868 140,615,428
TLS/SSL server IPs 196,813 351,562
TLS/SSL client IPs 950,142 1,397,930
Different server ports 28,662 30,866
Server ports ≤ 1,024 91.26% 95.43%
HTTPs (port 443) 84.92% 89.80%
IMAPs and POPs (ports 993 and 995) 6.17% 5.50%

Table 10.2: TLS/SSL connections in recorded traces

error state in the TLS/SSL library that occurs if the received protocol messages do not comply with

the TLS/SSL definition. In order to identify the reasons for the failures, we inspected a sample

set of the affected hosts manually. All inspected samples offered the protocol on the HTTPs port:

Plain HTTP without TLS/SSL, which points to the fact that there is a mis-configuration on the web

server.

Other handshake failures do exist, however, their number if rather small compared to the Unknown

Protocol failure Overall, about 800,000 hosts from the expanded Alexa list of 2 million targets

allowed proper TLS/SSL connections on port 443.

The passive monitoring data shows many TLS/SSL-enabled hosts, as Table 10.2 reveals. An

interesting finding is the high number of server ports found in the data set (more than 28,000 in

MON1 and over 30,000 in MON2). This can be related to the observed Grid traffic, which we were

not able to remove for this analysis (see Section 10.3.4).

As the table suggests, we see an increased usage of TLS/SSL in most metrics: The number of

TLS/SSL connections, servers, clients and server ports increased within the half year that lay

between our monitoring runs. Please note that both monitoring intervals did span a two-week

period, and both were conducted throughout the semester breaks.

The increased usage of TLS/SSL could be related to the release of firesheep [212], which was

released at Toorcon 2010 in October that year. Firesheep is a Firefox plugin that allows to sniff

HTTP web traffic in wireless networks. The plugin received large media attention [213]. Afterwards,

a number of high-profile sites such as Facebook or Twitter started deploying TLS/SSL as default

and standard ways to work with the platform in early 2011 [213, 214].

Most of the TLS/SSL traffic was exchanged on well-known ports, with hot spots on the expected

protocols: HTTPs, IMAPs, and POPs. The remaining traffic involved IP addresses that are assigned

to scientific computing centers, and can therefore be considered to be related to grid computing.

10.4.1.2 Negotiated Ciphers and Key Lengths

A good measure for protection of an encrypted connection can be found in the length of the

involved keys and the choice of used algorithms [215]. Our passive measurements observed the
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Figure 10.6: Top 10 chosen ciphers in passive monitoring data

non-encrypted handshake data, which includes a negotiation process of the ciphers. Hence, we were

able to generate statistics on the used ciphers and key lengths that are used by the connections. We

had to rely on the passive measurement data for this analysis: the choice of ciphers and algorithms

is the result of a negotiation between the client and server. The decision on the used ciphers is

done by server based on the offered ciphers by the client. Thus our active measurements do not

show the results of in-the-wild negotiations, but only information on how clients would negotiate

a connection if they are exactly configured as ours. All results of the active measurements are

therefore biased and do not provide insight in real-world usage of TLS/SSL.

Figure 10.6 plots the results of TLS/SSL connection negotiations. A negotiation is a compromise

between the client and the server on ciphers, key lengths and digests. The result of the negotiation

therefore obviously depends the support choices on both ends of the TLS/SSL connection. We can

see that the negotiation often resulted in a pick of strong ciphers in combination with good key

lengths.

Older protocols such as 3DES are still used, however, in only a very small amount of connections.

MD5 for Message Authentication Codes (MAC) is still in use, even though its use is discouraged:

“Due to significant progress in cryptanalysis, at the time of publication of this document, MD5

no longer can be considered a ’secure’ hashing function.” [195]. The popularity of SHA-based

digest algorithms seems to have been increased between our monitoring runs. The most popular

combination of cipher and digest in both runs uses MD5, however we can see that its use decreased

from over 30% of all connections to around 23%.

A very interesting class of TLS/SSL connections, although not very many, do not use encryption at

all. They negotiated a NULL cipher, which means that they send the user data in plain text. MON1

had 3.5%, MON2 had 1% of all connections that picked this cipher. By manual inspection of some

of the involved IP addresses that use this cipher, we can see that the connections are related to grid

traffic. We suspect that TLS/SSL is used in this context to provide authentication, e.g. make sure

that a user is allowed to connect to the computing center, but encryption is omitted for performance

reasons.
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10.4.2 Certificate Properties

Certificate properties are our view on the X.509 PKI for the WWW. This view includes trust chains

that can lead to publicly known CAs, i.e. those who are in the root stores, or private CAs, which

can only sign certificates that are not accepted by stock standard browsers. In this section, we

investigate those certificate properties and try to understand the underlying X.509 PKI. For this

analysis, we do not consider the grid-related certificates. We applied the techniques discussed in

Section 10.3.4, to remove the appropriate certificates from our repository.

10.4.2.1 Certificate Occurrences

Public key cryptography involves two keys: a public key and a private key. The public key can

be known by everyone, while the private key must only be known by one party. If certificates are

reused over multiple machines, then all of those machines must also know the private key in order

to set up encrypted connections. If one of the machines that share certificates is compromised, then

the private keys of all other machines are compromised as well. It would be therefore beneficial if

every domain has its own certificates.

Multi-homing of web sites on a single machine can make it impossible to have separate certificates

for the individual domains. By the time a TLS/SSL connection is established, the TLS/SSL layer

must not necessarily know which domain is requested in the HTTP data. While there is the Server

Name Indication extension of TLS/SSL which allows a client to request a certificate for a particular

domain, the extension is not widely deployed. Furthermore, the creation of multiple certificates

can cost more money than the creation of a single certificate. A larger number of certificates also

increases the management overhead for administrators, as all of them need deployment. So it might

be easier for them to share a certificate over multiple hosts.

In order to observe the magnitude of certificate sharing, we checked how many certificates were

reused on multiple hosts. Figure 10.7 plots the CDF of certificate occurrences. The figure plots
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the share of certificates on the y axis that have been seen on n or less domains for our active

measurement set from September 2010.

We distinguish between two groups of certificates: the first group consists of all certificates from

the pool. The second group only contains those certificates that are considered valid by a browser.

We can see that valid certificates have a lower probability of being shared between multiple hosts:

Over 60% of the certificates have only been seen a single time. Less then 20% of all certificates

have only been seen on a single domain. This matches our expectations, as we would assume that

if an administrator cares about valid certificates, he is more likely to ensure that the deployment of

the certificates results in a secure setup.

Both curves show a very long tail, thus there exist certificates that are common for several thousand

domains. We examined the content of these certificates in order to determine the domains that

these certificates where issued for. Figure 10.8 shows the certificates that have been used by many

domains.

One can see that most of the domains are issued as wildcard domains, e.g. *.blogger.com. Three

of the domains belong to blog services who create an individual domain for each blog, e.g.

blogname.wordpress.com. Others belong to companies that offer hosting services. A special

exception is the certificate for www.snakeoil.dom. This subject field is the default value from the

standard certificate of the Apache Web server. It points to standard configurations that enabled

HTTPs but did not go through the process of generating proper certificates.

Subject fields are crucial for validating certificates and therefore have a large influence on the

validity of the certification chains. A certificate will not be valid if it encodes the wrong domain

name in the subject fields. We inspect the validity of the trust chains in the following.

10.4.2.2 Validity of Certification Chains

A number of factors influence whether a certificate is considered valid or not. The following list

contains some of the requirements:
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• The trust chain is complete.

• No certificate is expired or has broken signatures.

• The chain ends in a valid certificate in the Root Store.

• The certificate is issued for the correct domain.

Many factors can yield in non-valid chains, and thus in certificates that are not valid. We investigate

certificate validity to determine how many of the observed certificates can be verified by a browser.

As Root Stores are vendor-specific, the actual browser is important for determining whether a

certificate can be trace to a certificate from the Root Store. We decided to use the Root Store

of NSS library, which is included in some browsers such as Firefox, from the official developer

repository from the time of the scan. This means that every scan data set was validated with the

then-current Root Store. From these Root stores, we only consider those certificates that are used

for the verification of WWW sites.

Verification is performed using the OpenSSL’s verify command which performs a standard-conform

validity check of a certificate. We use it to verify the full certification chain. This processing does

not perform a crucial check: It does not match the presented domain name in the subject field with

the desired domain name. We call certificates that can be traced to an entry in the Root store as

verifiable.

Figure 10.9 shows the results for several of our data sets, including the errors that occurred during

the verification process. A browser that performs the verification should present an appropriate
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warning to the user. A user can then decide to ignore the error or do further investigation on the

error reason. In the following, we explain the most important error codes that we received:

Error 10 – Expired: Corresponds to an expired certificate. For expiry verification, we compare

the validity time in the certificate with the time at which we obtained the certificate. Hence, It does

not reflect the time when we analyzed the data, but the time when we obtained the data. In case of

the passive measurement data, we considered the end-time of the run as the expiry date. We did

this because we didn’t store the exact observation time stamps of the certificates due to disk space

limitations.

Error code 18 – Self-signed end-host certificate: This error is generated for all certificates that

do not have a trust chain at all. These are certificates that were used to sign themselves, i.e. the key

that was signed is the same key that was used to perform the signing.

Error code 19 – Root certificate of chain not in root store: The certificate verification results in

this error if it finds a correct chain, i.e. the trust chain is complete and can be verified to a proper

CA certificate. However, the last certificate in the chain is not included in the Root Store.

Error Code 20 – No root certificate found for chain at all: Certificate verification results in this

error if the issuer of the certificate could not be determined. This can result from the fact that the

Root certificate is not sent in the chain and the Root certificate is not included in the Root Store.

Hence, the error means that the chain that is sent by the server is incomplete.

Error code 32 – Incorrect use of certificate for signing: Certificate verification found a certificate

in the chain that was used to sign a certificate but does not have the rights to sign a certificate.

The previous errors were the major errors encountered throughout the verification process. Very

few certificates showed other problems: Some had very strange validity periods; others had broken

signatures that could not be verified.

Figure 10.9 reveals verifiable trust chains for about 60% of all certificates in the active measurements.

The most frequent errors are self-signed certificates with a share of about 25%, followed by expired

certificates with 18%. Verifiable certificate ratios do not change significantly throughout the distinct

certificates. The numbers were mostly stable throughout our monitoring period from November

2009 to April 2011. An interesting fact is that the domains on the Alexa list were not stable

throughout this time period. More than 550,000 hosts in April 2011 from our extended list where

not included in the November 2009 list. Our findings where not location-specific: measurements

from the US and China did not differ significantly.

The figure, however, reveals differences between the active and passive measurements. We can see

that the share of verifiable certificates differs between the two monitoring runs. The first monitoring

run observed a fairly similar number of verifiable certificates than the active measurements. During

the second run, however, the share of verifiable certificates was much higher. While the deployment
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throughout the Alexa list did not change significantly, the monitoring data showed an increase in

the ratio of verifiable certificates less than 60% to over 80%.

We compare our own measurement results with the results from the full IPv4 address space scan

from the EFF. As presented in Figure 10.9, the differences are obvious: First, self-signed certificates

are far more common in this data sets. This is an expected finding, as proper certification requires

the spending of time and money. Administrators of low-profile sites may stick with self-issued

certification or use the default values from the web server standard installation.

10.4.2.3 Correct Host Name in Certificate

Certificate validity does not only depend on the inner structure of the certificate or the trust chain.

A valid certificate is a verifiable certificate that is issued for the correct domain. Applications are

responsible to perform a check on whether the certificate field encodes the entity that is requested

by the user. Domains names can be encoded in the Common Name (CN) field as well as the Subject

Alternative Name (SAN) field.

Our active measurement data sets have a mapping between the requested domains and the domains

in the certificates. This information is not available for the passive measurement data: A host field

within an HTTP request is only sent after the encryption is set up2 We are therefore not able to

determine the host from which the client would like to obtain its certificate from. We also cannot

conduct this analysis on the EFF data, as the required ground truth is not available in the data set,

either.

For the active measurement sets, we check whether the requested DNS name matches the appropriate

fields, including wild card matches on subdomains. An exception to this rules is the wild card *,

which would match every domain. We consider this to be an illegal name in a certificate. This

behavior is coherent with the behavior of the Firefox browser, which also rejects certificates for this

wild card.

In TUM-Apr2011, we found that the subject field for roughly 120,000 of the roughly 830,000

certificates matched the requested name in the CN field. When we considered the SAN content, the

number of matching certificates increased to a little more than 174,000 Of these certificates, only

around 100k (CN) or 150k (CN + SAN) had a complete valid chain of trust. This results in only

around 18% of the collected certificates to be considered completely valid. The numbers didn’t

change significantly when we enabled the SNI features that allows us to specifically ask a TLS/SSL

server of a certain certificate (the difference was 0.02%) The scans Tue-Nov2009, TUM-Apr2010

and TUM-Sep2010 result in a similar picture of 15%, 16% and 17% of valid certificates. We can

see that the share of valid certificates increases over time, but only to a small extent.

2 It is possible to get this information if the SNI extension is used. But we did not log this information as part of our
measurement if it was provided.
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An important finding is that all data sets found that less 20% of the certificates deployed throughout

the Alexa Top 1 Million list are valid. Hence, more than 80% of sites result in warning messages

in browsers. We suspect that most of the failures are due to HTTPs being enabled on the servers,

but not intended to be accessed publicly. Many users may therefore not encounter these sites or

problems.

10.4.2.4 Host Names in Self-Signed Certificates

Self-signed certificates are one way to simply deploy TLS/SSL for small or internal sites. They are

in use by sites which do not want to invest time and money to go through the certification process

at a CA included in typical Root Stores. If users want to obtain certificates without the involvement

of a commercial CA, they can generate their own.

Generating X.509 CAs and certificates is a complicated task that can be difficult to get right. A

high number of problems could therefore be expected for these certificates. One of the things that

can result in non-valid certificates is failure to encode the proper host names into the certificates.

We therefore checked the correctness of the CN field in the certificates in our SNI-enabled scan

(TUM-Apr2011-SNI). Our findings are that about 99% of all analyzed certificates do not match the

expected host name. The Subject Alternative Names was correct in about 0.5% of cases, but the

feature was rarely used at all (little more than 1% of certificates).

10.4.2.5 Extended Validation (EV)

X.509 was developed in order to provide an infrastructure that allows entity authentication. As

discussed before, deployment of proper CA processes is important for the X.509 PKI to work as

intended. This issue became an imminent risk due the increasing importance of the Internet for

commercial activities. Business transaction on the Web became standard, and proper authentication

therefore more important.

A baseline requirements guide exists, that defines basic requirements for domain validation [198].

They are limited to checks that for a specific domain, but do not require a verification of the identity

of the organizational status of the domain holder. The CA/Browser-Forum published requirements

that includes processes checks of the legal status of an organization [216]. CAs that comply with

these guidelines are allowed to issue “Extended Validation certificates” (EV certificates).

Technically, these certificates do not differ from regular certificates. Thus, they do not provide any

additional cryptographic security. The certificates instead include a object identifier that signals the

EV property to browsers. Browsers are then expected to display this extended validation status to

the user.
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EV Status Tue-
Nov2009

TUM-
Sep2010

TUM-
Apr2011

Shanghai Santa Bar-
bara

Moscow Izmir

Yes 1.40% 2.10% 2.50% 2.56% 2.49% 2.51% 2.50%
No 98.60% 97.90% 97.50% 97.44% 97.51% 97.49% 97.50%

Table 10.3: Deployment of EV certificates

Table 10.3 presents how many certificates contain the EV status over time. Our scanning period

shows an increase in the usage of these certificates. We inspected the use of EV certificates within

the top range of the Alexa hosts in TUM-Apr2011. Our findings are kind of surprising:

• TOP 50 – 5.17%

• TOP 100 – 8.33%

• TOP 1,000 – 8.11%

• TOP 10,000 - 8.93%

This contradicts the expectation that the EV status would be in use with more popular sites more

often than with not-so-popular ones. The intuition is based on the fact that EV certificates are most

often more expensive than standard certificates.

We found two reasons for this observation: Most of the Top 50 hosts belong to a single company

that does not use EV certificates: Google. In addition, login servers for popular sites (e.g., Amazon

or eBay) use EV certificates for the login procedure. However, these companies use different sets

of servers for the log in than for the other parts of the business. Those other servers do not have EV

certificates, but are used more often than the login servers. Hence, the login servers do not belong

to the top 50 hosts.

10.4.2.6 Length of Certificate Chain

Trust chains are an important concept within the X.509 PKI. It is beneficial for CAs to use inter-

mediates for the reasons outlined in Section 10.2. However, they bear the potential of introducing

more sources of error in the process. An increased number of entities that are allowed to generate

certificates also broaden the attack space for potential adversaries. Long certificate chains also can

potentially reduce performance due to the requirement to send and evaluate more certificates until a

Root CA is reached. We calculate the length of the chains for non-self signed certificates for end

hosts, by counting the number of not self-signed certificates minus the end-host certificate. This

calculation overestimates chain lengths if certificates are sent with multiple chains. Our chain length

represents the number of Intermediate Certificates, and can therefore be zero if no Intermediate is

included in the chain for all certificates.

Figure 10.10 compares two of our scans from Germany, with data from one monitoring run and

the Internet-wide EFF data. The large majority of certificates have a chain-length smaller than
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Figure 10.11: Popular signature algorithms in certificates.

three, with many certificates employing chain length of zero. This is due to the large number of

self-signed certificates, or certificates that are created by a private CA. This number has largely

decreased between November 2009 and April 2011, while the share of longer certificate chains

increased.

MON2 differs from the other data sets. While the vast majority of all certificates have a chain

length of zero, there are many more chains that have a length of one, two or three. The number of

longer chains, i.e. four and more, is not significantly higher in MON2, though. An explanation

of these findings can be found at a closer look at the certificates: We found a larger number of

certificates in MON2 that belong to servers from companies such as Google, Microsoft, or Apple

with a chain length or two and three. Those certificates have not been observed in MON1.

10.4.2.7 Signature Algorithms

The past years have seen several new attacks on some hash functions. A prominent example is the

MD5 function [217], but there also exist recommendations to substitute other stronger algorithms
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like SHA1 with stronger successors. [218]. Shifts away from MD5 have been expected after new

research shows how to create valid faked certificates using hash collisions [219].

We analyzed our data sets with respect to the used signature algorithms in order to check if we can

see changes in the certificate population that reflects this expectations. Figure 10.11 displays the

use of algorithms for active and passive measurement data. It plots the deployment and use of the

most popular combinations RSA/SHA1 and RSA/MD5 against each other. All other combinations

have only seen in a minority of certificates (as consistent with the trends shown in Figure 10.6).

We can see that the combination of RSA/MD5 is declining over time, whereas the use of RSA/SHA1

is increasing. In 2009, about 17.3% of all certificates have been signed with a combination of an

RSA and MD5 algorithms. Two years later, the figure dropped to 10%. SHA1 gained a similar

share of certificates over the certificates.

The passive monitoring data shows similar trends. The overall use of the discouraged MD5

algorithms is even smaller than seen in the active measurement data.

Our conclusion here is that while MD5 is still sometimes used, it is indeed being phased out.

10.4.2.8 Public Key Properties

Certificates do not only authenticate the end point, but they also provide public keys for the

establishment of an encrypted communication channel. It is quite obvious that the used ciphers

should be strong and they keys should have a good length. In 2009, for example, the authors

in [220] show that RSA with 768 bit can be factored. NIST recommends moving from RSA-1024

to longer ciphers [221].

Key lengths found in our data sets Tue-Nov2009 and TUM-Apr2011 show an increase in the key

length. Usage of keys longer than 1,024 bit increased by 20% while share of shorter keys fell by

about the same amount. This trend is shown in Figure 10.12: The newer the data set, the smaller
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Figure 10.13: Debian weak keys in Alexa Top 1 million scans

the percentage of keys lengths for short keys. In general, this points to the fact that the number of

longer keys increased.

The point indicators in the plot lines are placed on jumps of the CDF curves. They reveal unusual

key sizes, i.e., key lengths that are not a power of two nor the sum of two powers of two. It can be

seen that their share is negligible as the CDF does not change significantly at these places.

Besides key length, another property is important: Keys in different certificates should never be

duplicated, unless the owner of the key is the same. A public key consists of two things: An

exponent and a modulus. The most frequent RSA exponent we found in Tue-Nov2009 was 65,537.

It was used in over 99% of all cases. The second most often used exponent with a share of 0.77%

was 17. This finding is consistent with the passive monitoring data and scan from November 2011

(results differed by less than 0.5%).

Factorization can be a goal of attacks against the public/private key systems. This should be hard

as given by the underlying mathematics, but implementation problems can turn this process into

an simple exercise. A bug in the OpenSSL implementation of the Debian system had caused

weak randomness, resulting in keys that could be easily pre-computed [222]. We investigated

the occurrence of certificates that had been generated when the bug was included in the system.

Figure 10.13 shows the development of the deployment throughout our monitoring interval. First,

it can be seen that less than 1% of all certificate had been generated under the influence of this bug,

both for all and the distinct certificates. Second, the share of such certificates is steadily declining.

Notably, twenty certificates of those were valid.

Another issue are duplicate keys. No exponent/modulus combination should occur in different

certificates. In TUM-Apr2011 we found 1,504 distinct certificates where this problem could be

observed in different certificates. This number is similar to the one at the beginning of our scans in

Tue-Nov2009, which was 1,544. While the OpenSSL bug could be a cause for this, we only found

40 (Tue-Nov2009) (10 in TUM-Apr2011) of these certificates where generated using one of the

pre-computable Debian-bug related certificates.
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Figure 10.14: Comparison of certificate validity periods.

10.4.2.9 Validity Period

Another important factor for certificate security can be found in the validity period. As cryptography

is based on an arms race that provides security as longer as attackers are not able to factorize the

keys, key lengths that where considered sufficient to provide security in the past are no longer

considered a good choice. Validity periods should therefore only be set to a certain time interval in

order to phase out old public keys.

Most of the certificates in our scan had a validity period of 12 to 15 months. This corresponds to a

validity of a year, plus a grace period that can be used by operators to exchange the old certificates

with new ones. Other popular lifespans are two, three, five, and ten years, as plotted in the CDF in

Figure 10.14. Over time, the share of certificates with life spans of more than two years increased.

This applies especially for certificates with a life span of ten years. Users of the infrastructure

most often observe certificates with a validity of one, two, or three years. Certificates with validity

periods longer than five years are rarely seen by users.

In the figure, we did not show all possible validity periods: Our data included certificates with very

short, e.g., two hours, and very long periods up to 8,000 years.

10.4.2.10 Different Certificates between Locations

One reason behind conducting active measurements from multiple locations world-wide was to

analyze whether there certificate deployment changes between locations. We expected that this

could happen for Content Distribution Networks that guide users to different data centers depending

on their geographic location. Deployment of certificates can also be a time-consuming if servers in

different data centers need to be updated. So, the deployment could be different depending on a

number of factors.
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Scan Suspicious Differences to
certificates TUM-Apr2011

Santa Barbara 1,628 5,477
São Paulo 1,643 6,851
Melbourne 1,824 7,087
Izmir 2,069 7,083
Boston 2,405 5,867
TUM-Apr2011 3,245 —
Shanghai 10,194 9,670
Bejing 10,305 9,901
Moscow 10,986 11,800

Table 10.4: Different and suspicious certificates

Another reason could be of malicious nature: a middlebox or router can intercept traffic and swap

certificates transparently in order to stage a man-in-the-middle-attack. If an attacker is able to do

this, he can read all encrypted traffic between the end points.

Our first investigation therefore aimed at finding certificates for certain domains that differ between

locations. We labeled them as ’suspicious’ if they have been observed as identical for most locations,

but differ in one to three of other locations. Table 10.4 shows the results from each vantage point.

The table reveals a bias of suspicious cases toward our scans from China and Russia. However, this

might be an artifact from localized CDN traffic. In order to dig into this, we closely examined data

sets from Shanghai and TUM-Apr2011.

The two locations differ in 9,670 certificates, which is about 1% of the TUM-Apr2011 data set.

From these, only 213 were in the top 10,000 ranks of the Alex list. The highest site had a rank of

116. Operators of higher-ranked CDN sites seem to properly deploy their certificates throughout

the regions.

The differing Certificates from Shanghai where mainly not valid – only 521 certificate had correct

chains, while only 59 certificates referred to a Root CA in the browser. Manual checks of the

underlying domains revealed that non of them could be identified as highly sensitive (political

relevant, popular web mailers, anonymization service). Roughly 25% of the certificates where

self-signed and differ between Shanghai and TUM-Apr2011. We could not find a good explanation

for the differences.

10.4.2.11 Certificate Quality: A Summarizing View

In order to summarize our results, we tried to determine the certificate quality. We group the sites

in our data set by Alexa rank and calculate a quality metric for the valid certificates in the group.

Each valid certificate can be in one of three groups good, acceptable, or poor. Good certificates

have no problems in them, i.e. they have correct chains, correct host names, a chain length of at

most two, do not use the MD5 signature algorithm, use DSA or RSA keys of at least 1024 bits, and
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Figure 10.15: Certificate quality in relation to Alexa rank.

have a validity period of maximum 13 months. Acceptable certificates are good certificates but

may have a longer chain length (up to three) and a validity that is no longer than 25 months. Poor

certificates are the remainder of the valid certificates that do not match these criteria.

Figure 10.15 reveals the distribution of the quality criteria for Tue-Nov2009 and TUM-Apr2011.

One can see that the share of valid certificates is correlated with the rank in the Alexa list: the

higher the ranking, the more likely that the domains have a valid certificate. However, we can

also see that only little more than regardless of the ranking, more than 50% of the certificates are

not valid. Interestingly, the share of poor certificates among the valid certificates is higher in the

TOP ranked sites compared to the overall sites population. We can see that the overall amount of

valid certificates increased over time. The amount of good certificates, however, did not increase

significantly.

10.5 Discussion

The aim of our study was to determine the state of the TLS/SSL deployment and its actual use. We

therefore obtained TLS/SSL certificates over a time span of 1.5 years using active measurements,

as well as data about TLS/SSL connections from passive measurements. Our data supports a

long-standing believe in the security community: the X.509 PKI is to some extend not deployed in

the way as it was meant to be deployed. We could find a number of weaknesses in the certificates

in our analysis.

One of the most important finding is that the percentage of certificates obtained by users from the

top ranking Web sites (top 1 million) without a browser warning is only 18%. Validation failures

can be found due to incorrect certification chains (40% of all certificates), as well as to failures to

encode the proper host identity into subject or subject alternative name fields. A good finding is

that the more popular a site is, the more likely it is to have a valid certificate.
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Our study reveals an improvement over time, with more correct certificates deployed over the

infrastructure. However, improvement is arriving slowly. Compared with Internet-wide scan results

found in the EFF data sets, our Alexa Top 1 million host list analysis shows that more important

sites have better certificate deployments than other sites.

However, many certification chains showed multiple errors. Certificate expiration or unknown

root certificates have been observed quite often. An interesting observation is the existence of

certificates that are shared between different hosts, even for high-profile sites. Improvements such

as Extended Validation certificates are not widely used.

Several positive tendencies over time could be observed: With the popularity of a site, the probability

that it supports TLS/SSL increases. Furthermore, more popular sites tend to show more valid

certificates. We also noted that key lengths tend to be chosen with good lengths, as well as their

length increasing over time. Furthermore, discourage signature algorithms tend to be less often

used than before, e.g., the use of MD5 seems to be declining. Our passive measurement data also

points to the fact that negotiated ciphers tend to be secure with acceptable key lengths.
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11 Conclusions

In the introduction of this dissertation, we motivated the benefits of traffic analysis systems that are

built from commodity hardware. Traffic analysis is known to be an important task that requires

many resources in high-speed networks, which was considered the domain of special-purpose

hardware in high-speed networks in the past. Recent advances in commodity hardware design

allow for handling of network traffic even in high-bandwidth scenarios. However, using commodity

hardware with general-purpose operating systems is still considered a difficult task.

In the introduction, we identified several important building blocks of a traffic analysis system, as

well as important analysis tasks. Figure 11.1 reiterates the blocks.

Traffic	  Capture	  

Traffic	  Selec.on	  

Traffic	  Analysis	  

Result	  Presenta.on	  

Figure 11.1: Building blocks of a traffic analysis system.

The thesis was structured alongside the lower three building blocks and we will now summarize

our contributions with respect to the individual blocks.

11.1 Traffic Capture

Commodity hardware is usually driven by general-purpose operating systems, which are not

optimized for traffic analysis tasks. In Chapter 5, we compared different packet capture solutions of

the network stacks of Linux and FreeBSD, including improvements proposed by researchers.

Our findings and contributions can be separated in three groups: First, the evaluation results

themselves. In our work, we compared different packet capture techniques that have not been

included in a benchmark under the same experiment setups before. Second, we found that a

throughout evaluation has to consider multiple application loads, CPU core assignments and other

factors. Third, we identified a limitation of the Linux stack that has negative impact on performance.
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We propose improvements that mitigate these effects and improve the performance in certain

situations.

The evaluation was performed in 2010 with the then-current versions of Linux and FreeBSD. We

compared the capture stacks of FreeBSD against the Linux modules PF PACKET and PF PFRING.

Our evaluation was able to confirm the findings of previous work from Schneider et al. [72] with

newer versions of the software: FreeBSD still outperforms standard Linux PF PACKET under

low application load. FreeBSD is especially good when multiple capturing processes are run in

parallel. However, we find that FreeBSD always performs worse with traffic analysis applications

that have higher application loads. The conclusion of this analysis is that benchmarks of capture

stacks should always evaluate the performance with different application loads.

Our comparison between standard Linux capturing with PF PACKET and the improvement

PF RING confirmed that performance with PF RING is still better when small packets are to

be captured. However, differences are not as big as they where in 2004 or 2006, when the last eval-

uations were published. Further analyses showed that PF RING performs better than PF PACKET

if multiple capturing processes are run on the system. Furthermore, we found that the performance

of PF RING is even better than the performance of the FreeBSD capture stack.

Another important finding is the influence of proper scheduling of capture and analysis tasks.

We found that default scheduling can result in worse performance compared to capturing with

processes that are scheduled manually. These effects can be found on FreeBSD and Linux.

A benchmark should therefore also consider performance under various automatic and manual

scheduling policies.

During our work, we found a performance bottleneck within the standard Linux capturing module

PF PACKET and PF RING. As port of our work, we proposed a fix for this problem. This fix

greatly improves the performance of PF PACKET with small packets. After our work was published

in [2], PF RING added the same functionality under the name watermark. Users of PF RING

therefore benefit from our proposed improvement.

Finally, we evaluated Luca Deri’s TNAPI driver extension for Linux and found increased perfor-

mance with all Linux capturing solutions. Best performance can be achieved if TNAPI is combined

with PF RING.

Our findings also show that given certain hardware and high bandwidth and a sufficient compu-

tationally complex traffic analysis algorithm, packet loss can still occur. In Chapter 7, we use

our findings to configure a multi-core aware capturing system based on the facilities provided by

PF RING. We show how to a well-tuned multi-core aware capturing system can be successfully

used in conjunction with appropriate sampling algorithm to maximize the use of the available

commodity hardware.
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11.2 Traffic Selection

Traffic analysis systems can be used for various purposes. Many of them can be grouped into two

major classes:

1. Obtain statistical properties on the overall traffic

2. Extract specific information from the traffic

The first class of traffic analysis algorithms aims at providing insight into the overall composition of

traffic streams in the network. Relevant statistics can be the number of flows, packets or bytes that

have been observed on a given position in the network at a given time. Plenty of research has been

conducted on requirements for sampling for this class of analysis. Many algorithms that perform

sampling with these applications in mind have been presented in prior research.

The focus of this thesis is on traffic analysis tasks that belong to the second class. All analyses

performed throughout this thesis are part of this class. In general, algorithms falling in the class

do not aim at providing information about the overall traffic, but more on very specific parts. An

example for this type of analysis is security monitoring: The goal of security monitoring is not to

generate information on the majority of benign traffic, but on the few packets that carry malicious

content. It is therefore crucial for sampling algorithms to ensure a high probability that all or almost

all packets of interest are sampled.

In Chapter 3, we studied the requirements of various traffic analysis applications. These included

various security monitoring approaches, approaches for traffic classification, or network forensics.

The finding of this analysis is that the most interesting parts of the payload can be found at the

beginning of communication.

In this thesis, we developed sampling algorithms that work according to this principle. Our analysis

showed that the sampling principle provides suitable insight into the traffic for various purposes.

In Chapter 8, we showed that we can find most alarms related to botnet traffic at the beginning

of the communication. Furthermore, we used the sampling mechanism in Chapter 10 to perform

traffic analysis on the X.509 infrastructure by collecting certificates and statistics on TLS/SSL

connections.

We presented two algorithms that implement this sampling principle.

11.2.1 Static Sampling

The first algorithm was discussed and evaluated throughout Chapter 6. It presented a novel sampling

algorithm, which selects packets containing the first N payload bytes of each TCP connection.

The sampling algorithm makes use of a simplified TCP connection tracking mechanism. It uses

Bloom filters to store connection states and to keep track of the amount of sampled traffic. Through
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bloom filters, the algorithm achieves a connection state tracker with constant memory requirements.

Moreover, the computational complexity per packet is constant and independent of the observed

traffic. Thus, the algorithm can be efficiently implemented in software or hardware to sample traffic

at high speed links and pass the selected packets to a subsequent traffic analysis system.

The use of Bloom filters can introduce a source of error due to collisions in hash functions. We

evaluated the algorithm using traces from different networks. The evaluation showed that the

filters can be dimensioned to provide highly accurate sampling results under normal conditions and

acceptable errors under extreme conditions with an unexpectedly high number of connections.

Hence, the Bloom filters can be dimensioned to yield few sampling errors for an expected number of

connections. If the observed number of connections exceeds this value, the probability of sampling

errors increases only gradually. We were furthermore able to show that the amount of packets that

has to be inspected by the following traffic analysis system is dramatically reduced. A sampling

limit of a few kilobytes resulted in a reduction of traffic by two orders of magnitude.

11.2.2 Dynamic Sampling

One critique of the static sampling approach is that a user is required to pick a static sampling limit

N. A major concern for security monitoring is the potential for evasion of the sampling process.

Another problem is discussed in Chapter 7, where we present several important properties of traffic

and traffic analysis systems: Neither is the incoming rate of traffic constant, nor is there a constant

packet consumption time for many traffic analysis applications. A good definition for N must

therefore consider the worst-case scenario, thus leaving computational resources in all other cases

unused.

Chapter 7 addressed this issue by presenting an adaptive load-aware sampling algorithm. Our

proposed algorithm overcomes the aforementioned limitations by introducing a dynamic sampling

limit. This sampling limit is automatically adapted to match run-time events such as changes in the

incoming packet rate or packet consumption rates of the monitoring application. It is chosen such

that the monitoring application’s utilization of processing power is maximized while random packet

loss is minimized. We employ a single indicator, the fill-level of the buffer between the network

stack and the traffic analysis application, to determine how the incoming packet rate matches

the packet consumption rate of the application. The sampling limit is adopted according to this

information.

We evaluated our algorithm in live traffic measurements in a large university network. We found

that changes within the traffic and application packet consumption rates can result in significant

changes to the sampling limit. Short-term changes in traffic features can influence the processing

rate of monitoring applications such that they consume more or less traffic than in the previous time

interval. Our dynamic sampling algorithm adapts the sampling limit to those short-term events with

the result that the available computing resources are fully utilized. It is capable of being used in
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current multi-core aware traffic setups that run multiple instances of monitoring applications, each

on a separate core. These capabilities allow including our algorithm into traffic analysis setups that

exploit the performance of current multi-core hardware.

11.3 Traffic Analysis

11.3.1 Worm and Botnet Detection

Chapter 8 analyzed and demonstrated the suitability of our sampling for security monitoring:

detection of worm and botnet traffic. We used traffic traces that contain botnet traffic originating

from controlled dynamic malware analysis experiments. They have been obtained with a process

that installs real malware into a sandbox and records their execution and network traffic. In our

evaluation, we could make use of traffic from 93 malware binaries, that we could analyze with

signature-based detection methods.

We used the well-known intrusion detection system Snort in order to analyze the traffic traces. Snort

was modified in a way that allows for recording the position of an alarm within TCP connections

and UDP bi-flows. Our analysis revealed that most of the alarms generated by commonly used rule

sets can be found within the first few kilobytes of TCP payload.

In a subsequent analysis, we studied the alarm positions in measurements with live traffic. We

deployed Snort in a multi-core aware capturing setup on a real network. The deployment ensured

that all traffic from that network could be analyzed by the Snort instances. We logged the required

number of payload bytes that must be consumed by Snort before the alarm is triggered for each

alarm. This evaluation included both TCP and UDP traffic.

In this experiments, we could confirm the findings with the generated traffic traces: TCP alarms are

triggered mostly due to payload that resides at the beginning of a TCP connection. UDP alarms

require more payload to be triggered to the same extent. However many alarms can be retrieved

with little payload as well. We also used BotHunter, a state of the art approach for detecting botnet

traffic from related work, to assess the impact of our sampling on its detection result. We also found

that BotHunter mostly yields alarms that are generated at the beginning of TCP connections and

UDP bi-flows.

11.3.2 Caching Benefits for YouTube Traffic

In Chapter 9 we monitored and analyzed traffic between a large operator network and the YouTube

video distribution site for over a month. During this time, we observed more than 3.7 million video

downloads from PC devices and more than 2.4 million mobile video download connections.
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We were able to find good local popularity values for YouTube videos, which result in high caching

potential. Several videos where watched quite often in the same video encodings and resolutions

within time frames that allows good caching potential. Some user behavior, such as users not fully

watching a video, can on the other hand have significant negative impact on caching performance

and effectiveness.

In order to yield in good hit rates and therefore benefits, a cache must be carefully configured.

It must employ a caching strategy that maximizes content served from the cache and minimizes

downloads from the video infrastructure. We analyzed the benefits of simple caching strategies with

trace-driven simulations. Our conclusion from these experiments is that simple strategies can result

in unnecessary video download traffic and bad caching performance: disk limitations in caches can

make the removal of content from the cache necessary. A cache that employs certain replacement

strategy removes the wrong content from its internal store, i.e. content that is re-requested by users.

Thus, the benefits from the cache are reduced.

We therefore proposed and evaluated a chunked caching and replacement strategy to overcome

these problems. In our trace-driven simulation, we where able to show that our proposed strategy

outperforms the other approaches. We studied different parameters for our strategies that yield in

best performance under caches with different hard disk sizes.

11.3.3 Analysis of the TLS/SSL X.509 PKI

TLS and SSL belong to the most important security infrastructures and are used to secure many

commercial and non-commercial services. The protocols employ a X.509 certification infrastructure

that requires complicated processes in order to ensure proper authentication and the provision of

long keys and strong ciphers. Different security researchers have voiced questions about the state

of this infrastructure.

In Chapter 10, we applied active and passive measurements to gain a better understanding of

the deployment of the PKI, as well as its use. Using active measurements, we obtained X.509

certificates over a time span of one and a half years from different locations. These included

university setups at our group’s location in Tübingen and Munich, as well as scans from Planet Lab

nodes from around the world. In addition, we used a university network monitoring tap to extract

TLS/SSL connections over two two-weeks lasting periods. We recorded TLS/SSL connection

parameters and collected the certificates that were exchanged during the handshake.

Using this data, we were able to analyze both the certificates and structure of the CAs that issued

the certificates. The combination of active and passive data sets provided us with the possibility

to gain more insight into the state of the infrastructure, than we could have obtained with only a

single type of measurement data. Active data sets where analyzed when questions about the general

deployment should be answered. The passive data sets allowed us to gain an understanding on how

this infrastructure is actually used.



11 Conclusions 179

Our evaluation shows that the actual deployment of X.509 certificates differs from an ideal deploy-

ment. We found that the Mozilla Firefox browser only accepts around 18% of the certificates in our

data without any warning. The biggest share of the problem, with around 40% of all certificates

affected, originates from incorrect certificate chains that prohibit proper validation. Other problems

can be found in the encoding of the entity: Host or domain names were often incorrect or missing

at all. The problem of incorrect entity encoding was worse in self-signed certificates than in

certificates from external CAs.

The evaluation shows improvements throughout our analysis time window of 1.5 years. At the end

of our measurement period, more sites supported TLS/SSL compared to the beginning of our study.

Key lengths increased in the same time window and weak ciphers where found less often in the end.

However, these improvements did only improve the picture to a small degree, with many problems

still not being addressed.

11.4 Future Directions

The thesis contributed to several areas of network traffic analysis systems, which range from packet

capture systems to result reporting. Each of these areas is an active research topic with potential for

follow up questions. In the following, we will discuss further ideas that can be examined in future

research.

Packet analysis at high speed rates is a very active research topic. In this thesis, we evaluated

capture stacks of commodity operating system and provided an evaluation for packet capture

systems. Our analysis employed 1 GE hardware because we did not have 10 GE hardware at the

time the research was conducted. An obvious extension of our work is to perform the experiments

on 10 GE hardware.

Furthermore, researchers propose new architectures and improvements to existing stacks. After

our research was conducted, Luca Deri proposed another technique for high-speed packet capture,

called Direct NIC Access (DNA) [223]. DNA maps a network card’s Direct Memory Access (DMA)

memory into the user space and implements user space functionality to drive the card. It’s design

effectively circumvents the operating system, thus freeing up CPU time that is otherwise used

for moving packets from the kernel to user land. Other similar mapping technologies exist, for

example the Intel’s DPDK [224] or UIO-IXGBE [225]. These approaches are praised for good

performance, but criticized for the potential instability that circumventing the kernel can impose.

Rizzo therefore introduced netmap, a packet handling system for FreeBSD and Linux [226]. It

provides a framework for integration into the standard operating system kernel. As of today, it is

shipped as part of FreeBSD.

These developments show that general-purpose operating systems evolve as new improvements are

proposed. The provisioning of a simple automatic framework for continuous benchmarks of packet
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capture systems that is available to other researchers could be a task for further research. In our

evaluation, we found several important tests that should be included a thorough benchmark. An

automatic test framework that allows for simple integration of new approaches can make it easier

to provide continuous evaluation of future improvements. Additional tests can be embedded into

this test framework as well. We used uniform packet streams and analysis applications that have a

uniform distribution of packet-processing times. New tests could be created that use more realistic

traffic patterns and more realistic application behavior. Such tests can provide the measurement

community with more valuable hints for building and tuning packet capture systems for good

performance.

As part of our evaluation of the dynamic sampling algorithm, we assessed the implications of

hardware limitations to the chosen sampling limit. Another evaluation could be extended to

focus on the implication on the alarms that of Snort or BotHunter compared to a static sampling

process. Other research can focus on automatic configuration of the parameters of the sampling

algorithm. Our evaluation showed good results with a generic parameter set for various traffic

analysis workloads. However, we could also see that the deviation of the sampling limit reached

the implementation’s boundaries of the kernel level process. The performance of the algorithm can

therefore be improved with better parameters.

Research to improve the algorithm can go into two directions: One direction would be to explore the

effects of changing the const parameter that is the baseline of sampling limit. Additional changes to

this baseline in cases that the sampling limit exceeds or undercuts the limits of control process. The

second direction can focus on automatic profiling or modeling of network traffic and application

behavior. A better understanding of both can help to automatically find parameters.

In our analysis of YouTube downloads, we found good caching potential for the platform’s video

traffic. However, YouTube is not the only provider for online video download. There exist other

download portals for user-generated videos such as Vimeo [227], which could also be analyzed for

caching benefits. Another (probably) important example are adult video download portals. A recent

study by Tyson et al. at IMC 2013 presented an analysis of content popularity on a large video

delivery infrastructure for adult content [228]. They found that video popularity on this platform

differed from popularity patterns on video sites such as YouTube. Hence, there could be differences

in caching benefits or beneficial caching and replacement strategies. Studies that observe these

platforms, both in volume and caching properties, could try to estimate the caching potential for

their traffic.
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Shedding in Network Monitoring Applications,” in Proceedings of the USENIX Annual

Technical Conference (ATC ’07, Santa Clara, CA, May 2007.

[129] P. Wurzinger, L. Bilge, T. Holz, J. Goebel, C. Kruegel, and E. Kirda, “Automatically

Generating Models for Botnet Detection,” in 14th European Symposium on Research in

Computer Security (ESORICS 2009), Saint Malo, France, Sep. 2009.

[130] K. Rieck, G. Schwenk, T. Limmer, T. Holz, and P. Laskov, “Botzilla: Detecting the ”Phoning

Home” of Malicious Software,” in Proceedings of the 2010 ACM Symposium on Applied

Computing (SAC ’10), Sierre, Switzerland, Mar. 2010.

[131] Website of the project Emerging Threats, http://www.emergingthreats.net/, Visited: Dec.

2013.

[132] “Website of DARPA Intrusion Detection Evaluation,” http://www.ll.mit.edu/IST/ideval/,

Visited: Dec. 2013.

[133] R. Sommer and V. Paxson, “Outside the Closed World: On Using Machine Learning for

Network Intrusion Detection,” in Proceedings of the 2010 IEEE Symposium on Security and

Privacy (SP), Oakland, CA, May 2010.

[134] G. Chatzopoulou, C. Sheng, and M. Faloutsos, “A First Step Towards Understanding

Popularity in YouTube,” in INFOCOM IEEE Conference on Computer Communications

Workshops, 2010.

[135] P. Gill, M. Arlitt, Z. Li, and A. Mahanti, “Youtube Traffic Characterization: A View From

the Edge,” in Proceedings of the 7th ACM SIGCOMM Conference on Internet Measurement

(IMC ’07), San Diego, CA, Oct. 2007.

http://www.emergingthreats.net/
http://www.ll.mit.edu/IST/ideval/


192 Bibliography

[136] M. Zink, K. Suh, Y. Gu, and J. Kurose, “Watch Global, Cache Local: YouTube Network

Traffic at a Campus Network-Measurements and Implications,” in Proceedings of the 15th

SPIE/ACM Annual Multimedia Computing and Networking Conference (MMCN), 2008.

[137] M. Cha, H. Kwak, P. Rodriguez, Y.-Y. Ahn, and S. Moon, “Analyzing the Video Popularity

Characteristics of large-scale User Generated Content Systems,” IEEE/ACM Transactions

on Networking (TON), vol. 17, no. 5, Oct. 2009.

[138] X. Cheng, C. Dale, and J. Liu, “Statistics and Social Network of YouTube Videos,” in Pro-

ceedings of the16th International Workshop on Quality of Service (IWQoS 2008), Enschede,

The Netherlands, Jun. 2008.

[139] F. Figueiredo, F. Benevenuto, and J. M. Almeida, “The Tube over Time: Characterizing

Popularity Growth of Youtube Videos,” in In Proceedings of the 4th ACM Conference on

Web Search and Data Mining, 2011.

[140] M. Cha, H. Kwak, P. Rodriguez, Y.-Y. Ahn, and S. Moon, “I Tube, You Tube, Every-

body Tubes: Analyzing the World’s Largest User Generated Content Video System,” in

Proceedings of the 7th Conference on Internet Measurements (IMC ’07), 2007.

[141] R. Torres, A. Finamore, J. R. Kim, M. Mellia, M. Munafo, and S. Rao, “Dissecting

Video Server Selection Strategies in the YouTube CDN,” in Distributed Computing Systems

(ICDCS), 2011 31st International Conference on, 2011.

[142] V. K. Adhikari, S. Jain, and Z.-L. Zhang, “YouTube Traffic Dynamics and Its Interplay with

a Tier-1 ISP: An ISP Perspective,” in Proceedings of the 10th Annual Conference on Internet

Measurement (IMC ’10), Melbourne, Australia, Nov. 2010.

[143] B. Ager, F. Schneider, J. Kim, and A. Feldmann, “Revisiting Cacheability in Times of

User Generated Content,” in INFOCOM IEEE Conference on Computer Communications

Workshops, 2010.

[144] P. Eckersley and J. Burns, “An observatory for the SSLiverse,” Talk at Defcon 18. https:

//www.eff.org/files/DefconSSLiverse.pdf, July 2010, Visited: Dec. 2013.

[145] P. Eckersley and J. Burns, “Is the SSLiverse a safe place?” Talk at 27C3. Slides from

https://www.eff.org/files/ccc2010.pdf, 2010, Visited: Dec. 2013.

[146] I. Ristic, “Internet SSL Survey 2010,” Talk at BlackHat 2010. Slides from

https://media.blackhat.com/bh-us-10/presentations/Ristic/BlackHat-USA-2010-Ristic-

Qualys-SSL-Survey-HTTP-Rating-Guide-slides.pdf, 2010, Visited: Dec. 2013.

[147] I. Ristic, “State of SSL,” Talk at InfoSec World 2011. Slides from http://blog.ivanristic.com/

Qualys SSL Labs-State of SSL InfoSec World April 2011.pdf, 2011, Visited: Dec. 2013.

[148] Alexa Internet Inc., “Top 1,000,000 sites (updated daily),” http://s3.amazonaws.com/alexa-

static/top-1m.csv.zip, 2009–2011, Visited: Dec. 2013.

https://www.eff.org/files/DefconSSLiverse.pdf
https://www.eff.org/files/DefconSSLiverse.pdf
https://www.eff.org/files/ccc2010.pdf
https://media.blackhat.com/bh-us-10/presentations/Ristic/BlackHat-USA-2010-Ristic-Qualys-SSL-Survey-HTTP-Rating-Guide-slides.pdf
https://media.blackhat.com/bh-us-10/presentations/Ristic/BlackHat-USA-2010-Ristic-Qualys-SSL-Survey-HTTP-Rating-Guide-slides.pdf
http://blog.ivanristic.com/Qualys_SSL_Labs-State_of_SSL_InfoSec_World_April_2011.pdf
http://blog.ivanristic.com/Qualys_SSL_Labs-State_of_SSL_InfoSec_World_April_2011.pdf
http://s3.amazonaws.com/alexa-static/top-1m.csv.zip
http://s3.amazonaws.com/alexa-static/top-1m.csv.zip


Bibliography 193

[149] A. Didebulidze, “Leistungsbewertung und Verbesserung des Packet-Capturings mit PC-

Hardware,” Diplomarbeit – Technische Universität München, Apr. 2010.

[150] Endace Measurement Systems, http://www.endace.com/, Visited: Dec. 2013.

[151] F. Schneider and J. Wallerich, “Performance Evaluation of Packet Capturing Systems for

High-Speed Networks ,” in Proceedings of the 2005 ACM Conference on Emerging Network

Experiment and Technology (CoNEXT ’05), New York, New York, USA, Oct. 2005.

[152] R. Olsson, “pktgen the linux packet generator,” http://www.linuxfoundation.org/collaborate/

workgroups/networking/pktgen, Visited: Dec. 2013.

[153] tcpdump, http://www.tcpdump.org, Visited: Dec. 2013.

[154] Homepage of the zlib project, http://www.zlib.net/, Visited: Dec. 2013.

[155] C. Satten, “Lossless gigabit remote packet capture with linux,”

http://staff.washington.edu/corey/gulp/, University of Washington Network Systems,

Mar. 2008, Visited: Dec. 2013.

[156] L. Braun, “Verkehrscharakterisierung und Wurmerkennung mit gesampelten Paketen,” Diplo-

marbeit – Universität Tübingen, May 2008.
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