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ABSTRACT
Accidents happen to all of us. Whether it be small or big
ones, sometimes there seems to be no way to avoid them.
The more complex our systems get, the harder it gets to un-
derstand what caused an accident, and how it could have been
prevented. And yet, sometimes the risk of failure is so high,
that accidents must not happen. Normal accident theory and
high reliability organization are two scientific approaches to
deal with accidents in high risk systems in order to predict
and explain, respectively prevent accidents. However, both
theories come from an era, where analogous technology was
dominating, so its its unclear whether they still hold in a
world dominated by digital technology. By exploring the im-
plications of the use of computers in traditional systems as
well as the implications of HRO and NAT for fully digital
systems, it will be shown, that both theories can be applied
in both cases with slight modifications and restrictions.
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1. INTRODUCTION
We live in a world full of amazing technology, which allows us
to impact our environment in ways, that would have been
considered nothing but magic only a century ago. While
most technology was developed to improve the quality of our
lives, failure in one of our new technologies may also result in
a disaster. The potential extent of such an accidental catas-
trophe has increased proportionally with the sophistication
of our systems and now includes the possibility of total an-
nihilation of life as it is on this planet, trough accidental
nuclear war. In order to better understand and hopefully
prevent possible accidents caused by new human technology
science has made an attempt to better understand these ac-
cidents. While accidental nuclear war is actually a concern
in this area, it surely also is an extreme case to stress the im-
portance of this research. Normal accident theory (NAT)[13]

and high reliability organization (HRO)[15] are two of the
more prominent pieces of scientific work which deal with sys-
tem reliability, organization and accidents. Both originated
in the investigation of classical high-risk systems and sys-
tem accidents in chemical reactors, flight control or nuclear
power plant (npp) security. Based on empirical studies, they
try to better understand what causes accidents in complex
systems respectively what needs to be done to avoid them.
However, both are theories based on accidents and systems
from a time when a lot of devices were analogous and com-
puters often played only a minor role. Since the processes
within computer systems exist within a virtual reality which
we created as part of our reality, it is not natural to assume
that both theories apply to them in the same way they ap-
ply to classical engineering. Thus the goal of this work is to
investigate which impact both theories have on our digital
systems.
Before heading into this discussion, there will be an intro-
duction into both theories, as well as a short summary of
a number of accidents, which were used to motivate both
theories. Since the main contributors to both theories had
a very spirited discussion about the relation of HRO and
NAT, it is necessary to take a look at their relation and
find a position suitable for applying both theories to mod-
ern computers and computer networks. Subsequently the
applicability of both theories in digital systems will be dis-
cussed along with the possible consequences one should draw
from their application. The paper is finalized by a summary
of the findings.

2. BASICS
Neither NAT nor HRO can be considered common knowl-
edge, so it is only normal to explain both shortly before
discussing them.

2.1 Normal Accident Theory
Normal Accident Theory originates from Charles Perrow’s
investigation of an accident at Three Miles Island(TMI),
an American nuclear power plant (NPP), which underwent
a partial meltdown in 1979. Although it did not cause a
larger nuclear disaster like Chernobyl or Fukushima, the ac-
cident resulted in an extensive investigation. In the light
of this investigation Perrow voiced the opinion[12], that in
tightly coupled systems with highly complex interaction ac-
cidents through unexpected interaction are normal, thereby
giving birth to ”Normal Accident Theory”. In his subse-
quently published book on ”Normal Accidents” Perrow did
not only lay out his theory, but also defined a framework for
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the classification of accidents. While a full summary of his
framework would be far too extensive, it cannot be avoided
to cover some definitions, which will matter later on, when
comparing NAT and HRO. In his definitions Perrow divides
systems into units, parts, subsystems, and the system it-
self. He introduces a separation between ”component failure
accidents”, which involve ”one or more component failures,
that are linked in an anticipated sequence”[13], and ”sys-
tem accidents”, which ”involve unanticipated interaction of
failures”[13]. The system accidents are the ones Perrow con-
siders ”normal accidents”, since they cannot be prevented
according to his theory. It is important to mention that
despite their name, ”normal accidents” are an exceptional,
rare kind of accidents according to Perrow. Another impor-
tant aspect of his theory is the definition of tight coupling
and complex interaction. Perrow defines complex interac-
tion through:

• Local proximity : Components are close to each other,
thus causing failures in one to possibly affect the other
simply because of their proximity.

• Common-mode connections: Mainly characterized by
their impact on a number of otherwise independent
systems. A common-mode failure is the single source
for failure in multiple systems, although they may not
seem to have a connection with each other at first
glance.

• Interconnected subsystems: Subsystems are connected
with each other, thus likely propagating failure on the
subsystem level.

• Limited substitution of materials: Materials cannot
simply be replaced, making leakage or breakage prob-
lematic.

• Unknown/unfamiliar feedback-loops: Feedback loops
are based on the idea, that the system receives feed-
back and adjusts its behavior. In the best case this
change in behavior is to produce output, which is closer
to or is the desired output. However, having a feed-
back loop within a system, which is not planned for
or which is not effectively blocked, if it is not desired,
can cause the system behavior to deviate from the ex-
pected behavior.

• Multiple and interacting controls: Control is e.g. per-
formed via multiple terminals, thus requiring coordi-
nation.

• Indirect information sources: It is not possible to di-
rectly deduce the actual system state from merely ob-
serving it, but indicators have to be monitored.

• Limited understanding of processes: The process does
not allow complete understanding due to either a large
number of possibilities or non-deterministic elements.

Among these criteria, especially common-mode connections
and feedback loops will frequently be present, but not per-
ceived in complex systems. Systems, which are not complex,
i.e. which do not have these characteristics are referred to
as ”linear” by Perrow.

Just as for complexity Perrow also defined criteria for tight
coupling:

• Processing cannot be delayed

• Fixed Order of Sequences

• Only a single method leads to success

• Little slack in resources

• Buffers and redundancy have to be present by design

• Substitution of resources has to be designed in

These characteristics should mostly be self-explanatory, so
it is not necessary to give an extensive explanation at this
point. One thing, that may not immediately be clear how-
ever, is the notion of designed-in buffers/substitutes: com-
ponents in tightly coupled systems are not easily replaced,
and buffering is not possible without components, which are
explicitly included by design to allow for it - think about an
empty bucket to catch liquid from a leaky pipe and try to
find something that does the same for an overheating nu-
clear fuel rod.
Perrow’s work gained a lot of attention back when it was
released, and constituted a new point of view on accidents,
which was picked up by the a group of researchers in Berke-
ley in their work on HRO[15]. It was this HRO group’s
findings, which Scott Sagan later contrasted against Per-
rows original work in [18]. While the discussion his paper
started will be analyzed later on, only Sagan’s contributions
to NAT are of interest at this point. Perrow himself ac-
knowledged and praised two major contributions to his work
by Sagan[14]: the fact, that he outlined a difference in the
theoretical models HRO and NAT had used, and his em-
phasis on group interest as a relevant factor. While Per-
row merely clarifies that he was implicitly assuming a non-
rational garbage can model (see Appendix A) as underlying
organizational model in response to the first contribution,
he points out Sagan’s second finding as a novel, interest-
theoretical aspect of his theory. The inclusion of group inter-
est means that some groups, which are part of the governing
process of an organization, may put other things first instead
of safety (e.g. profit). Although the work cited above is typ-
ically a decade or two old NAT is still commonly referenced
in scientific articles[17] as well as news articles about major
accidents such as Fukushima [11] or financial crisis[20], thus
keeping it relevant.

2.2 High Reliability Organization
Since accidents are the main topic of this paper, one may
wonder, why it is necessary to introduce a second theory
at this point, when NAT is an accident theory of its own.
Depending on which position one takes, it is either, because
HRO is not a theory of its own, but a complementary or-
ganizational strategy to provide high reliability in systems
prone to normal accidents, or it is because HRO is a com-
peting theory, which suggests that normal accidents can be
prevented by sticking to certain guidelines (in that case one
would likely call it HRT - T for theory). However, before
it is possible to take either side, it is necessary to under-
stand what HRO is about. High Reliability Organization
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was initially driven by two groups of researchers: one at
the University of California, Berkeley and the other at the
University of Michigan. The ”Berkeley group’s” main mem-
bers were LaPorte, Rochelin and Roberts; the ”Michigan
group” was mainly represented by Weick and Sutcliffe. The
research of both groups, which frequently reference each oth-
ers research, is centered around ways to establish a safety
culture in organizations, which operate systems, which are
prone to normal accidents. From their own observations
of aircraft carriers and flight control[15, 2] they identified
a set of properties, which, according to them, help those
organizations improve their reliability, thus making them
”High Reliability Organizations”. Interestingly there is no
real agreement on a definition of reliability among the HRO
researchers, and it seems that they currently have a rough
consensus on reliability as ”the ability to maintain and ex-
ecute error-free operation”[17]. The original research of the
Berkeley group[15] and their subsequent work[3, 2, 4, 6] finds
the following requirements for an organization to become a
HRO:

• Redundancy: Especially the early HRO research out-
lines the importance of redundancy in personnel and
safety mechanisms to better cope with component fail-
ures and also to ensure that decision-making involves
more than a single operator.

• Prioritization of safety: Government and organization
leaders put reliability and safety first. Other aspects,
including performance may suffer, but leaders accept
the loss of performance to achieve higher reliability and
safety.

• Organizational Learning: The organization learns from
ongoing operation, thus continuously improving the
ability to deal with failures.

The Berkeley group had become a little quiet over the last
years, and there is no recent publication from them. Op-
posed to that the Michigan group still seems to be work-
ing actively on their HRO-model, which is fairly frequently
updated (last 2011), in their book on ”Managing the Unex-
pected”. The focus of the Michigan group is more on the
investigation of organization culture, which HROs have to
establish. It currently lists five important aspects of organi-
zational culture, which HROs should embrace[21]:

• Preoccupation with failure: Members of the organiza-
tion are not focused on what confirms their ways, but
what opposes it, i.e. possibilities to fail are actively
perceived, people pay attention to possible new or un-
known modes of failure and learning takes place. It re-
duces overconfidence and encourages a state of mindful
operation.

• Reluctance to simplify : Organization members are an-
imated to stay wary of the complexity of the system
they operate, and thus make more considerate deci-
sions, although likely lowering performance. Some pro-
cesses, which could in theory be done by a single person
may e.g. be performed by a group of equals without
a shared perspective to profit from their collective un-
derstanding.

• Sensitivity to operations: Members are aware of the
current situation and its implications.

• Commitment to resilience: The organization’s capa-
bilities to improvise and react to new situations are
constantly maintained and improved.

• Deference to experience: The most experienced mem-
bers make decisions despite hierarchies if failure hap-
pens. Decision making is decentralized but based on
the culture put in place by centralized organization
leaders.

These criteria for an organizational culture are not solely
the work of the Michigan group, and is difficult to track
which group outlined the importance of a certain aspect
at first, but they seem to agree in large parts that these
qualities are important to establish a culture in which an
organization can operate at high reliability. The main dif-
ference between both groups is, as already mentioned, the in-
creased focus on organization culture by the Michigan group,
whereas the Berkeley group was also still involving some
systems design considerations such as redundancy. In gen-
eral it is important to outline the relevance of decentralized,
rational decision making for HROs and their focus on reli-
ability and safety over budgets and performance. LaPorte
from the Berkeley group notes in some of his post-Cold-
War work on reliability-oriented organizations, that ”when
either the consensus about their value declines or economic
resources in general become more dear, reliability regimes
are more difficult to sustain, especially after conspicuous
success and/or as system resources become relatively more
scarce.”[6]. HROs are faced with the challenge to maintain
their reliability record under these conditions.

2.3 Important Accidents
After explaining NAT and HRO, we will now shortly take
a look at some accidents, which have influenced them and
which have drawn attention to this kind of research. The
literature on accidents and reliable organization lists a large
number of other accidents, and there have also been more
fatal ones than those, that are about to be explained, but
they make good examples to show up important aspects of
both theories, and have thus been chosen. Because most
accidents are covered extensively in accident reports created
by experts, we will stick to a short description. We will thus
take a look at the following points:

• What was the starting point?

• What happened?

• What were the causes for failure?

• What were the consequences of the accident?

2.3.1 Three Miles Island - TMI
What was the starting point: Three Miles Island was
and is a npp in Pennsylvania, US. It consists of two reac-
tors, TMI-1 and TMI-2.
What happened: On the 28th of March 1979 there was a
partial meltdown in TMI-2 and a small amount of radioac-
tive gas was released
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What was the were the causes for failure: Due to pre-
vious maintenance work, all feed-water pumps (primary, sec-
ondary, emergency), which are required to transport coolant
to the reactor were offline. Thus no heat was deduced from
the reactor the pressure rose, since pressure and tempera-
ture are proportional by the laws of physics if the volume
remains the same. An automatic valve opened to reduce
the pressure inside the reactor, and should have closed after
pressure returned to normal, but instead was stuck open due
to mechanical failure. Naturally opening the valve primarily
reduced the volume of the coolant inside the reactor, thus
leaving it open leads to a lack of coolant. The plant oper-
ators failed to recognize this situation, for one because of a
misleading indicator light, which displayed wrong informa-
tion (valve closed), and also because they were preoccupied
with the correctness of this light and consequently ignored
indicators, which should have let them realize the true na-
ture of the failure they were facing. Ultimately, the lack of
cooling caused the nuclear fuel rods to overheat and ulti-
mately the partial meltdown. A detailed description of this
accident can be found in [13, 10] and in many other sources,
since this accident was very well investigated and a lot of
information is available to the public.
What were the consequences of the accident: Luck-
ily, the damages to the environment, as well as the expo-
sure of the population to radioactive material were low, such
that it is commonly agreed upon today, that the TMI ac-
cident had no observable long-term consequences for the
health of the surrounding people. As already mentioned
there was a government investigation, which also resulted
in Perrow’s basic paper on normal accidents. Anti-nuclear
protests gained credibility from this accident, especially in
the US, but the consequences for the nuclear industry were
insignificant. TMI-1 is still operating today, and has a li-
cense, which lasts at least until 2034. TMI-2’s decontami-
nation officially ended in 1993, although it is still monitored.

2.3.2 The Bhopal Disaster
What was the starting point: A pesticide factory in
Bhopal, India, surrounded by slums.
What happened: Large amounts of highly toxic gas leaked
into the air.
What were the causes for failure: Unlike TMI, the
Bhopal accident is not fully resolved until today. What is
for sure is that water somehow entered a tank full of methyl
isocyanate (MIC), a deadly gas. Water and MIC cause
an exothermic reaction, which results in increased pressure.
The high pressure lead to the release of several tons of MIC
into the air through emergency relief valves. Government
investigation found that leaky pipes and valves were most
likely to be the reason, and that water had gotten into one
of the tanks while they were flushed for cleaning. It fur-
ther indicates, that the plant was in a horrible condition
with several safety measures being non-functional, employ-
ees completely untrained to react to accidents, and the plant
being understaffed. Cost appeared to be the driving force
behind these shortfalls. Although frequently mentioned for
its tragic outcome, the accident itself seems to be poorly
researched, most likely due to the lack of an independent
investigation. The company operating the plant originally
claimed that sabotage must have been the reason - very
likely to avoid compensation claims - but the government’s
assessment is considered a fact today.

What were the consequences of the accident: This ac-
cident is the often referred to as ”worst industrial disaster”
in history, and has caused at least 3,787 deaths according to
the local government, although others claim, that the num-
ber of deaths caused by it are around 25,000. The number of
injured people is estimated to be around 500,000 - 600,000
and the area is still not decontaminated. Without taking
sides on the cause, it is clear that the surrounding environ-
ment of the plant, where many people from the plant lived
in slums, the failure to inform surrounding inhabitants of
the gas leak, and the lack of an evacuation strategy lead to
the disastrous outcome of this accident. As already men-
tioned severe negligence was very likely the reason for this
disaster. An Indian court, in agreement with this point of
view, found eight former plant employees guilty of ”death
by negligence”[19] in 2010 and sentenced them to two years
prison and a fine of 2,000$.

2.3.3 Challenger
What was the starting point: The Challenger was one
of the Space Shuttles of the US Space Program What hap-
pened: The Shuttle was torn apart by the aerodynamic
forces mid-air after its launch on the 26th of January, 1986
What were the causes for failure: Two redundant o-
rings, did both not seal one of a tank correctly due to cold
weather, gas leaked, and one of the rockets used to boost
the shuttle during take-off was no longer correctly attached
to the space-vehicle. The resulting changes in aerodynamics
increased the physical forces to an extent, which exceeded
the limit the shuttle could take. Problems with the o-ring
were known to the manufacturer beforehand, but instead of
grounding all space shuttles, they added this behavior to the
acceptable conditions, because it would work under normal
conditions. What were the consequences of the ac-
cident: Subsequent flights were canceled and all shuttles
were grounded for 32 months. A commission was mandated
to investigate the accident. The commission found the de-
sign of the o-ring to be faulty and thus NASA or the man-
ufacturer should have grounded all shuttles until the issue
was resolved. On a side note: Richard Feynman, a member
of the commission, was so appalled by NASA’s ”reliability
culture”[1], that he insisted on adding personal notes to the
report, for it to have his name on it. The report [16] is still
publicly available from NASA.

3. NORMAL ACCIDENTS AND HIGH RE-
LIABILITY ORGANIZATIONS - A CON-
TRADICTION!?

During the explanation of both HRO and NAT, it was al-
ready mentioned that the authors of both theories had an ar-
gument about whether HRO complemented NAT, or whether
it was a competing theory of its own. The discussion be-
tween Perrow and La Porte was sparked by Sagan’s work on
the ”Limits of Safety”[18]. While the main topic of his book
was the safety of nuclear weapons and defense systems, he
had also investigated both HRO (referred to as HRT by him)
and NAT in this context, and found that they are compet-
ing theories, which exclude each other. Perrow agreed with
Sagan’s analysis and complimented him on his work and his
contributions to NAT. LaPorte and Rochelin on the other
hand, representing the Berkeley group, did not agree at all
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and explicitly addressed Sagan’s as well as Perrow’s argu-
ments in a paper with the sole purpose to contradict them.
Of all the points made in this discussion there are three,
which seem to touch central issues of both theories the most,
and which will be investigated to justify the position, which
will be taken with respect to both theories for the rest of
this paper.

3.1 Possibility of Error-Free Operation
The possibility of error-free operation is something that ob-
viously contradicts NAT, which claims that some accidents
cannot be avoided. Therefore if HRO would actually claim
to offer a way of error-free operation, this would already
be the point where we could stop and side with NAT, be-
cause HRO’s claims would be implausible for the present
and impossible to prove for the future. As a matter of fact,
it is true that La Porte and Rochelin have claimed to have
learned ”the degree and character of effort necessary to over-
come the inherent limitation of securing consistent, failure
free operations”[5], but La Porte claimed that Sagan had
misunderstood this statement. According to his statement
on the issue in [5] they thought that the required effort would
be too big to be surmounted. Therefore, and also because
HRO in general contains elements like learning from errors
and near-misses which contradict the idea that error-free
operation can be achieved, it should not be seen as realistic
goal of HRO - otherwise it would likely also be referred to
as total or complete reliability theory by its authors. Even
Perrow seemed to think that both theories agree that error-
free operation is not a realistic goalPerrowLoS. Interpreting
the explanation of La Porte[5], the relationship between ef-
fort and gain in reliability assumed by HRO appears to be
similar to the acceleration to the speed of light: the closer
one comes to 100%, the more the effort required to come any
closer increases. Both, tight coupling and highly complex in-
teractivity, seem to increase the required effort even further.
In connection with Perrow’s explanations on how interactive
complexity and tight coupling cause unpredictable interac-
tion of failures in [13] it appears that both experienced the
same phenomenon, but HRO focused on how organizations
dealt with this challenge, while Perrow payed more attention
to what factors contribute to it. Ultimately, it is safe to say
that both HRO and NAT agree, that error-free operation is
not possible.

3.2 Effectiveness of HRO Methods
Another thing that NAT theorists had criticized about HRO,
was the effectiveness of their methods in general. Sagan and
Perrow both voiced the opinion that some of the techniques
HRO relies on do not have any provable beneficial effect.
While some of their criticism directly addresses concepts of
HRO, they also doubt the benefits of their methods in gen-
eral.

3.2.1 Specific Criticism
First of all, we will turn to Perrow’s criticism of specific
methods which HRO suggests. His specific criticism in [14]
addresses thee concepts:
Centralization and Decentralization. This point is one
of the few where HRO and NAT truly conflict, and where it
is not possible to convincingly argue for either side. While
HRO suggests a centrally imposed HRO-culture which is ex-

ecuted in a decentralized fashion by all organization mem-
bers, NAT expects that both models cannot be combined,
Perrow explained[14]. While he considered both concepts es-
sential to deal with complex interactivity respectively tight
coupling, he also thought that they cannot be combined.
As already mentioned is possible to side with either party
here, but HRO’s model offers more opportunities, as it con-
siders mixed forms of both concepts a possibility and also
dynamic shifts from one concept to the other. Since La
Porte el al give credible proof that this can work in reality,
e.g. aircraft carrier operation, their opinion is just as justi-
fiable as Perrow’s, who refers to his theoretical explanation
in[13]. HRO’s more dynamic approach to decision making,
which is also offers the possibility to shift decision making in
centralized organizations, e.g. from the highest ranking to
the most experienced person, as the principle ”deference to
experience” dictates it, seems more promising than simply
surrendering to the fact that aspects of two mutually exclu-
sive concepts are required.
Training. While training for emergencies is intuitively a
necessary measure, the implications of HRO’s understand-
ing of training go way beyond regular emergency drills: it
expects that organizations forgo routine and stability in ex-
change for challenge and variety to improve the experience
of the employees with irregular circumstances. While this
may make sense in some situations, Perrow’s argument[14],
that this is not an option for systems with especially high
risk like npps, is a striking one for high risk organizations.
Even in regular organizations this is unlikely to be an option
because it will likely decrease productivity. It is however not
surprising that La Porte et al observe this kind of behavior
in organizations like an aircraft carrier, which practically
does nothing but training in times of peace. For regular
organizations the kind of learning HRO suggests does seem
unreasonable to implement though. While it is certainly not
wrong to stay wary and have the preoccupation with failure
HRO-culture demands, intentionally mixing up regular op-
eration seems just unreasonable for most organizations.
Learning. The aspect of organizational learning is closely
related to that of training, since more training would obvi-
ously result in more learning. Therefor if learning was an
effective measure, the relevance of training would also in-
crease. Perrow also criticizes this aspect of HRO based on
an extensive list of examples where organizational learning
did not happen[14], and with an earlier study on accident
investigations, which found that accident-investigations typ-
ically only investigate those sub-systems which failed and
not the role of other sub-systems in this failure, which may
obstruct learning. The latter argument is also supported by
the fact that accident investigations often stop after assign-
ing blame - often to the operator - as [7] found. This hunt
for a scapegoat which follows many accidents is also a reason
why the full set of failures and their interaction will likely re-
main undiscovered. Therefor a solely beneficial effect from
this kind of organizational learning cannot be ascertained
in general. Learning from biased investigations may even
worsen the error handling of the organization. The arguable
benefits of learning from accidents and near-misses also fur-
ther limits the benefits one should expect from the kind of
training HRO suggests. Therefor siding with NAT on this
arguments seems to be the better choice.
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3.2.2 General Criticism
General Applicability of HRO Methods. What Perrow
and Sagan criticized most in the HRO-methods is that they
come from organizations which have not experienced fail-
ure. HRO tried to determine factors, which allow them to
achieve this high reliability; Perrow refused this approach as
”selecting on the dependent variable”[14]. He thought that
just because the organizations observed have shown com-
mon approaches during failure-free operation, this does not
mean that those approaches are helpful to achieve failure-
free operation in general. The fact that a future accident
may expose a new, previously unpredictable cause, i.e. it is
a normal accident, is what makes NAT practically impos-
sible to falsify and any error-preventive measure impossible
to prove. Proving error-free operation measures seems to
be an undecidable problem, because it would require the
prove of future properties of a system, which is typically un-
decidable, although we will forgo a proof of this property
here. In consequence it is true, that HRO’s usefulness can-
not be proven beyond the point of no doubt, but it is very
common to apply theories, which show desirable effects in
practice until they are proven wrong. Examples are the ap-
plication of mathematical theories in finance and politics,
like game theory, large parts of all social sciences, which are
not proven conclusively in a manner satisfactory for many
STEM-scientists, and the different models that have been
used to describe atoms throughout the 20th century, which
were wrong or incomplete and yet allowed for major scien-
tific advancements. It is also the fact that severe negligence
of HRO principles has caused some of the most serious ac-
cidents, that supports HRO’s claim to enhance reliability:
among the three examples listed earlier on, both the Chal-
lenger and the Bhopal disaster could have probably been
prevented by a more HRO-influenced organization. Because
HRO methods could have likely prevented or reduced the
extent of these accidents, it would be unjust to generally
dismiss them, because they come from organizations which
have not failed, especially could have prevented accidents.

Applicability of HRO Methods to Normal Accident-
Prone Systems. The second general criticism of NAT’s
advocates is that HRO is not applicable to those systems,
where ”normal accidents” are especially likely to occur. Ac-
cording to Perrow these systems all have a high degree of
coupling and interactive complexity, which the organizations
HRO investigated have not. Perrow and La Porte rant on
about this classification issue quite a while in [14] respec-
tively [5]. As explained earlier, these two criteria are de-
termined by a set of factors, which Perrow nicely outlined
in his book[13]. The problem is that ”high” and ”tight” are
not defined in any objective way, therefor their meaning is
completely bound to the subjective perception of the person
looking at an organization. It is like asking two people to
name a big number: if you ask a computer scientist he may
come up with something like 2128, while a normal person
might just say one million. Perrow’s comments on this topic
in his book show, that he is fully aware of the subjectivity
of his categorizations and the fact that he is lacking a met-
ric[13]. Given these considerations, it is very likely, that the
HRO groups, having a different mindset than Perrow, sim-
ply came to a different categorization. In fact it seems that
nothing but the subjective estimation of the person apply-
ing NAT serves as the function, which projects organizations

into this fourfold table. Analogous to the principle that am-
biguities in a contract are held against the party who put
up a contract in US law practice, the subjective definition of
when a system is tightly coupled with highly complex inter-
actions should be held against Perrow, therefore voiding his
argument that HRO does not investigate organizations with
tight coupling and highly interactive complexity, simply be-
cause they are not well enough defined. HRO’s applicability
to what Perrow considers ”normal accident-prone” is still
limited, due to the effort required to further increase the re-
liability of systems, which are already very close to error-free
operation. Since Perrow himself declares that some of the
recent history’s worst accidents like Bhopal, the Challenger-
crash, the Exxon Valdez and Chernobyl were not normal
accidents[14], HRO would be a great contribution if acci-
dents like those could be avoided through it.

4. ACCIDENTS IN COMPUTERS AND COM-
PUTER NETWORKS

After an extensive discussion of two major pieces of work on
accidents/accident prevention the actual matter of accidents
in computer networks can now be addressed. The two theo-
ries presented are not the only ones of interest to this area,
but their relationship is complex enough already and the in-
troduction of other models such as Leveson’s STAMP[9, 7]
or even her more basic work on ”Safeware”[8] would simply
add to the confusion. All of the previously presented systems
have huge catastrophic potential for the real world, some-
thing which is sometimes said to be a difference between
traditional systems and computer networks. Computers and
computer networks are sometimes thought of as a world of
their own, although they have already begun to have a no-
table impact on real world objects. The fact that we have
seen not any major accident caused by computers does not
mean that they do not carry the potential for causing such
accidents. With smart grids and the Internet of Things com-
ing some of our everyday life is already moving into the dig-
ital world, but technologies which are a bit further away like
autonomous cars or robots will definitely mean that digital
systems can cause just as catastrophic accidents as analo-
gous ones. For accident theory, computer technology intro-
duces two different aspects: computers which conquer the
domain of classical systems, and computer systems them-
selves, which follow entirely new laws with respect to their
internal operation.

4.1 Computers in Classical System Accidents
Classical systems are the ones that rely on clever use of
physics and other sciences exploring the laws of nature, e.g.
chemistry to make our natural system behave in a the way
we want it to. Because nature is not exactly obedient, those
are also the systems that carry higher risk the more extreme
our nature hacks are. For these systems the introduction of
computer systems often means that control is taken from a
human and given to a computer, which is merely supervised
by a human to ensure its correct operation. This change
in control is often going to add complexity, because the hu-
man supervisor gets less direct information from the system
and if the computer is networked and uses information pro-
vided by other computers this may introduce new ways of
propagating error throughout the system. But in general a
computer is a component that can fail just as much as any
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other part. Most operators do no have complete knowledge
of the system they supervise at every level, but know the in-
and outputs, and possibly intermediate results their system
will produce. Because these results are not physical in the
case of a computer, communicating the exact situation to the
outside will be an important challenge. If the internal state
is not communicated correctly and clearly to the outside,
computers will significantly impair HRO-operation, because
operators might not notice a near-miss and may not be able
to stay aware of what is happening inside the system as HRO
demands it. Furthermore the much faster development life-
cycle which often changes existing systems drastically may
reduce the benefits of experience. Yet one should not expect
that the ”culture of reliability” looses importance, because
there will still be people operating the system somewhere in
the background which need to pay even closer attention to
whether the system runs as expected. We can expect that
the effort will increase though, since we have added yet an-
other level of complexity to our systems. While HRO faces
some challenges in its transition to the digital world, NAT
is golden. Because one of its assumptions has always been
that adding new means to prevent accidents to a system will
also introduce new ways of failure, it is not to be expected
that it looses any ground. Since computers are no more than
a part of traditional systems, their internal behavior is not
as important at this point as the behavior they show to the
outside, i.e. the signals they send and receive to and from
other components. Since we are not just switching to digital
for fun, but because of the huge potential of this technical
innovation, we should also expect to see new modes of fail-
ure, especially when we try to handle failures that analogous
systems could experience through ”smart” systems. NAT as-
sures us that even when we go smart, we will see failure that
those smart devices wont be able to handle.

4.2 Accidents in Computer-Systems
4.2.1 Software and System Accidents

Software accidents, are accidents where software behaves in
an unspecified way. Most often they are bugs, and thus sim-
ple component failures. Software bugs are quite difficult to
combine with HRO, since HRO relies on a certain mindset
which people inside HROs share, which is not applicable to
computers as they are not. Therefor HRO does not apply to
software and computer systems. Software and the internal
workings of a computer also limit NAT to some extent, be-
cause ”normal accidents” are caused mainly by things that
are unexpected or not well understood, which may not ex-
ist in a system that we created ourselves. The only reason
why we could expect ”normal accidents” in software on a
single computer is non-deterministic execution which causes
data-races, but if enough attention is payed to synchronize
this should not happen. Besides, many of the factors that
increase complexity or tight coupling are factors that com-
puter design limits by design e.g. through out-of-order exe-
cution, best effort service, and dynamic scheduling. There-
for the probability for normal accidents on a software level is
quite low, although it may well increase when we build more
advanced systems, where timing guarantees and similar fea-
tures matter. In single, non-networked computers, normal
accidents should therefor be possible to prevent. Networked
computers are very likely different: if we take the Internet
of today for example we see a fairly loosely coupled sys-
tem, which has best effort service and optional reliability in

transport. As soon we use TCP to gain reliable transport,
we add a certain level of complexity to the Internet, because
all of a sudden we have a feedback loop, namely the TCP
congestion control mechanism, which complicates things sig-
nificantly, as it influences the shape of the traffic. If we add
more guarantees to the Internet such as QoS-guarantees, we
complicate the interaction of the packets even more and if
they go over the same link with dynamic bandwidth alloca-
tions, the Internet may well become complex enough for us
to loose oversight and experience ”normal accidents”. That
should not stop us from advancing our technology, but we
should stay conscious of the fact that complicated systems
will show failure that we cannot anticipate. What compli-
cates this situation even more is that we cannot effectively
monitor the Internet with respect to how data flows globally
and therefor our feedback from the Internet may be poor or
incomplete. Because the Internet is the backbone of many
of the amazing visions for the future, anything that is built
on top of it, has the base level of complexity and coupling
that comes from the Internet. All of the technologies built
on top add to this base level may worsen the situation, espe-
cially cloud computing, which is probably one of the best ex-
amples for a common-mode connection. While cloud-based
data-warehousing is a huge trend at the moment, mission-
critical services should thus not run at a single data-center to
prevent catastrophic common-mode failures. If the service
is important enough, e.g. power supply, using a dedicated
physically separate network may even be a good choice to
make sure the complexity from the Internet cannot cause
unexpected failure. For the global Internet it is impossible
to say whether normal accidents will or will not become a
major issue, because it is hard to predict what the Internet
will evolve into. Although it looks like managed services and
QoS will gain importance, it would be a common interest of
all users to keep the basic network as simple as possible to
keep the base complexity and coupling low.

4.2.2 Computer Operation and Administration
Apart from flawed software or systems themselves, there is
also the aspect of their operation. While software may be-
have as specified if it is patched correctly, errors may arise
if it is misconfigured or not administrated correctly. HRO’s
principles are generally applicable to the operation of com-
puter systems as much as they are applicable to any other
organization, with the exception that they require commu-
nication between operators and administrators in IT. While
administration must put an emphasis on offering a stable
environment for its users, they should pay attention to bugs
and issue that may indicate systematic problems. Although
this combination should usually allow administration to im-
prove the experience of its operators, this synergy is often
limited by the fact that operation and administration are
not done by the same organization. The trend towards out-
sourcing administration or buying things -as-a-Service in the
cloud make HRO almost impossible to realize in many sce-
narios, because the administration has extremely limited in-
formation about the system state form the user point of of
view, which usually offers more insight into the weaknesses
and problems of the current system. Since the communica-
tion between users and administration is typically limited
to complaints, this makes it very hard for administration to
realize the culture of reliability. Although HRO is a bit ham-
strung by this, this area should usually not be very prone
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to ”normal accidents” because most of our systems consists
of many small and independent machines, which are quite
linear.

5. CONCLUSION
In the end there is much to learn form both NAT and HRO.
While NAT mainly highlights the importance of paying at-
tention to the level of complexity and coupling we introduce
by our designs, it also reminds us to stay wary of the possibil-
ity of unexpected failures. HRO teaches us the importance
of decentralization and the focus on reliability. Its culture of
reliability should prove valuable to almost any companies in
the future in operation and is expected to maintain its effec-
tiveness in traditional systems even though it may require
extra effort to compensate for the culture-free decision mak-
ing of computer systems. The combination of both theories
during design and operation can surely help organizations
on- and off-line avoid accidents, although they seem to leave
some room for other theories especially when it comes to de-
sign which avoids normal-accidents and operation strategies,
which do not rely strongly on human intelligence.
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Appendix A - Garbage Can Model
The garbage can model is a model for organizational decision
making, which was originally established by M. Cohen, J.
March and J. Olsen. It has been adapted later on, and thus
multiple versions can be found. The characteristic trait of
this model is however the fact that it assumes decision
making to be based on stochastic events involving a set
of streams, such as policies, politics and rather than rational
analysis.
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