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ABSTRACT
This paper describes why energy-e�cient communication in
Wireless Sensor Networks is crucial and identifies the main
sources of energy dissipation as well as counter measures to
ensure a long network lifetime. Furthermore the commu-
nication protocol stack and the di↵erent types of protocols
for routing, Medium Access Control and transport are pre-
sented and the disparities of the categories are clarified by
means of examples.
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1. INTRODUCTION
The ongoing miniaturization of electro mechanical parts and
the permanent decrease of costs, lead to a growing num-
ber of applications for Wireless Sensor Networks (WSNs).
In contrast to other sensing methods WSNs facilitate an
areal impression of the measured phenomenon and an in all
very close to reality measurement. Due to the constrained
resources of the sensor nodes, targeted approaches are re-
quired to meet the demands for long-running networks and
low latency of data. As most of the energy consumption is
originated by sensing, data processing and communication,
these operations are the basis for identifying and exploiting
energy saving potentials.

2. COMPONENTS OF A WSN
Typically a large number of sensor nodes is randomly de-
ployed within a geographic area to measure within or close
to a certain phenomenon. The basic functionality of those
sensor nodes is data sensing, data processing and communi-
cation with other nodes or base stations. To perform these
operations the sensor nodes need to have a power supply -
usually a battery, which often cannot be changed and the
nodes therefore serve as a one-way product. The sensor
nodes collaborate to deliver data from source to sink, hence
the nodes are both data originator and data router [17]. [15]
distinguishes between terminal nodes which only collect data
and the in addition to this data forwarding intermediate
nodes. Furthermore the sensor nodes can be consolidated
in distinct clusters with a certain cluster head where the
sensed data of direct neighbors, which is most likely to have

Figure 1: A basic setup of a sensor node [4]

some consonances, is brought together prior to the transmis-
sion. All sensing information from the actual sensor nodes
is gathered at base stations, whose energy resources are not
as limited as the node’s energy storage, since they are com-
monly equipped with a permanent connection to a continual
power supply. At those base stations the transmitted data
from the sensor nodes is processed and the results are for-
warded to the point of delivery where the user can access
the collective sensing yield.

3. DESIGN ISSUES OF A WSN
As mentioned before, the resource constraints of the sensor
nodes hinder the usage of proven network protocols, inas-
much as resource-conservation is one of the key aspects of
routing in WSNs. The commonly huge amount of sensor
nodes inhibits the reasonable deployment of a global ad-
dressing system, since the expense for ID maintenance would
be to high [3]. The number of enclosed sensor nodes can
reach up to 10.000 elements dependent on the required gran-
ularity of the measurement and robustness requisites [20].
The sensor nodes on their own are not very reliable due to
external ascendancies what leads to a varying quantity of
sensor nodes. If nodes are added or die, this can have signif-
icant impact on communication paths and structure of the
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network. Time is a critical factor, not only since the data
becomes eventually useless if the latency of the network is to
high, but the transmitted data has to cover di↵erent num-
bers of hops respectively depending on the position of the
sensor nodes varying distances.

4. SOURCES OF ENERGY DISSIPATION
4.1 Idle listening
Since only being in active mode is a major source of en-
ergy consumption and the di↵erence of the expenditures
for sending, receiving and waiting for transmission is rel-
atively small, it is crucial to reduce the thus wasted energy
resources. Usually the individual sensor node is not at any
time involved in a data transmission process and thereby not
every component of the node especially the Transceiver does
implicitly have to be in an active state. This awaiting ready
to transmit data while not receiving or sending packets is
called idle listening. There are di↵erent approaches to find
out when the particular components are not needed or to
just reduce the overall active time without further examina-
tion. The sleeping sensor nodes either switch back to active
mode after a certain time span or after the processing of a
wake-up signal.

4.2 Collisions
Collisions occur if nodes receive multiple data packets at the
same time. In consequence the received data is useless and
the transmission process has to be repeated while energy
is dissipated. These re-transmissions can consume quite a
lot of energy, since the energy losses are multiplied by the
number of hops between source and target [11]. For reran
transfers, methods like random delays can impede further
collisions [2].

4.3 Overhearing
In high density sensor networks the short distances between
sensor nodes lead to interferences with non-participant neigh-
bor nodes during data conveyance. This impact on adjacent
nodes is called Overhearing. As the transmitted signals ide-
alised move circular from the sending signal source to its
surrounding nodes, sensor nodes within reach, which are at
the time in active mode, are a common problem. The not
involved sensor nodes within reach burn up energy resources
owing to receiving and processing useless information. Con-
nectivity requirements have to be weighed up with the aris-
ing disadvantiges regarding energy dissipation and latency
caused by generously keeping nodes in active mode.

4.4 Overemitting
As Overhearing data meant for other sensor nodes causes
energy dissipation, so does Overemitting, meaning informa-
tion propagated during inactive phases of the data sink or
as the case may be the target node, which subsequently has
to be resent [4]. The repeated transmissions increase the en-
ergy expenditures of the individual nodes for sending data
and the latency of the whole sensor network. No customary
but thoroughly imaginable defect is the simultaneous occu-
rance of Overhearing and Overemitting. The ideal situation
would be a previously known path through the network with

Figure 2: Overhearing

timely activation of the included sensor nodes, which in turn
could lead to problems when concurrent transmissions take
place and in unison paths are crossing.

4.5 Reduction of protocol overhead
The transmission of e.g. protocol header information and
control messages depletes energy resources and since this
data in the end is not exploitable, it should be kept a minor
share. Techniques for the reduction of the protocol overhead
are for instance adaptive transmission periods, cross-layering
approaches, where information from the other network lay-
ers is used for optimization, and optimized flooding to e.g.
enable a less resource-intensive determination of locations
[18]. A short transmission period leads to less energy con-
sumption and helps therefore saving resources, at the same
time latency to changes is increased [18]. In consequence a
favorable value for the transmission period depends on the
frequency of change.

4.6 Traffic fluctuation
Tra�c peaks caused by the event-based communication in
Wireless Sensor Networks can temporarily lead to congestion
or high delays [11]. When the network is working on its
maximum capacity congestion rises to extremely high levels.

5. MEASURES FOR ENERGY CONSERVA-
TION

5.1 Node activity management

5.1.1 Sleep scheduling
Ready-to-receive mode consumes nearly as much energy of
the sensor node’s resources as receive mode [17]. Thus a way
to set the node to a sleeping mode and determine the right
time to wake it again is necessary to e↵ectively save energy
in idle time spans. The smaller the network load the greater
are the saving potentials, as more nodes remain in active
mode when they are not needed to. For sleep scheduling
without any previous examination, certain periods are de-
termined in which the individual node is in sleeping mode.
The ideal time span for the periodically recurring inactive
mode depends on the network tra�c.
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Figure 3: Scheduled rendevouz

5.1.2 On-demand node activity
In on-demand activity approaches the sleeping and transmis-
sion periods of the sensor nodes are not scheduled, but the
nodes are by default permanently in an inactive state with
a simple stand-by functionality. If a plain wake-up signal
is broadcasted on a reserved channel, the neighboring nodes
located within reach switch to active mode. After activation
the data transmission can take place. As the start-up signal
usually does not have to be decoded, a very energy conserv-
ing design for the listening device is feasible, nonetheless
during transmission all surrounding nodes are switched on
and for the most unnecessarily [4].

5.1.3 Scheduled rendevouz
Scheduled time slots for simultaneous active phases of mul-
tiple adjacent sensor nodes can lead to a substantial sim-
plification of the communication between the neighboring
nodes; however for an e↵ective application this method re-
quires accurately synchronized internal timers [4].

5.2 Data aggregation, data fusion, data pre-
processing, data reduction

5.2.1 Clustering
Since the energy cost of transmitting data is higher than the
e↵ort on data processing it is beneficial to aggregate data
within clusters [9]. Appointed sensor nodes which act as
cluster heads provide the connection between sensor nodes
and the respective base station [3]. Clustering can reduce
the amount of data, as the cluster head is in charge of mon-
itoring and processing queries [18] and thereby not as many
connections have to be established. At meeting points of
data from di↵erent sensor nodes redundancies can be rec-
ognized and avoided. Data aggregation is, due to the fact
that it eases several of the energy dissipating e↵ects, an im-
portant feature of energy-e�cient Wireless Sensor Networks,
but one should way the extend, as bu↵ering could lead to
delays [11].

5.2.2 Adaptive sampling rate
The overall data can for example be reduced by adapting
the sampling rate to the current situation. Circumstances
permitting, this can significantly reduce the amount of gen-
erated data. Resepective algorithms check for instance den-
sity in certain areas (the higher the density the lower the

Figure 4: Clustering

individual frequency), volatility of the sensed data or the
tra�c level to avoid congestion by lowering the sampling
rates.

5.2.3 Deviation control
An alternative approach is to save the latest measured data
and only report deviations which exceed a certain threshold.
For this type of sensing the sensor nodes need a bu↵er to
save the latest values directly at the node and thereby reduce
necessary data transmissions between the nodes. Dependent
on the volatility of the sensed data the load of total network
communication can significantly be reduced.

5.2.4 Data compression
Data compression saves energy by relocating e↵ort from
communication to processing. The sensing data is either
previously gathered at some point or directly compressed to
lower the workload for transmission. This leads to additional
computational cost for compressing and decompressing, but
at the same time information content is not reduced. Since
processing data customarily consumes much less energy than
transmitting data in a wireless medium the implementation
of data compression algorithms can lead to considerable en-
ergy savings [10]. On the other hand the compression pro-
cess takes time and hence increases latency of the sensor
network. According to [10] the following categories of com-
pression algorithms for Wireless Sensor Networks can be dis-
tinguished:

· Coding by ordering : The permutation of other vari-
ables within the sent data can be used to represent
a value and therefore the overall sent data can be re-
duced. A permutation of three distinguishable vari-
ables can for example be utilized to save one of six
di↵erent values.

· Pipelined in-network compression: The energy con-
sumption is reduced by combining within a certain
time span sensed data. Redundancies are removed and
more data is aggregated into one data packet, which

doi: 10.2313/NET-2012-08-2_04Seminar SN SS2012 
Network Architectures and Services, August 2012

27



narrows the amount of sent data, but on the other side
increases latency.

· Low-complexity video compression: Algorithm based
on block changing detection and JPEG-compression
for wireless video systems and especially designed to
suit the limited hardware resources.

· Distributed compression: A side-information is used
to encode information of two correlated sources and
thereby to reduce the transmitted data.

5.3 Load balancing
The actual position of a sensor node within the set of de-
ployed nodes determines which operations have to be con-
ducted and how many established communication paths com-
prise the particular node. The energy consumption can be
balanced among the deployed sensor nodes e.g. by count-
ing performed operations or by consideration of the remain-
ing battery capacities. Due to the additional strain, regular
sensor nodes appointed as cluster heads would have a much
shorter lifetime as the nodes which are mere in charge of
sensing data. If clustering is applied and there is no spe-
cial more powerful hardware for the cluster heads in use,
the usual approach for cluster head selection are stochastic
methods which do not consider energy consumption [9]. As
energy expenses of the cluster heads for data transmission
are dependent on the distance between sensor node and base
station, routing protocols like the in [13] proposed modifi-
cation of LEACH, which consider cluster head energy con-
servation, have a positive e↵ect on network lifetime, as they
can divide the energy consumption into equal shares for all
qualified nodes.

5.4 Adaptive transmission range
Since a reduction of the sensor node’s broadcasting range
lowers energy expenditure, the coverage should be broad
enough to ensure proper connectivity, but all at once not
unnecessarily extensive. Consideration of the remaining en-
ergy in addition to inclusion of the node distances obtains es-
pecially in heterogeneous sensor networks good results [18].

5.5 Directional antennas
With directional antennas, as their name implies, all com-
munication e↵orts are concentrated into a certain direction.
This wages on the one hand additional problems, since the
nodes for successful transmission not only have to be active
but also properly oriented, on the other hand communica-
tion can take place over larger distances with less energy con-
sumption and causes immediately less useless data which, on
its way o↵ the targeted sink, could lead to e. g. Overhearing
and therefore more energy dissipation.

6. COMMUNICATION PROTOCOL STACK
6.1 MAC protocols
Medium Access Control protocols for Wireless Sensor Net-
works can be categorized into centralized and distributed
protocols with for each case the subgroups schedule-based
and contention-based protocols, and hybrid protocols which

combine the stated approaches [4]. Whereas the MAC pro-
tocol manages operations of the transducers and thus of the
most energy consuming components of the sensor nodes, it is
crucial for the energy-e�cient implementation of a Wireless
Sensor Network [6].

6.1.1 TDMA-based protocols
TDMA (Time Division Multiple Access)-based approaches
schedule the access to the medium by means of time slots.
Time is partitioned in periodic frames with a certain num-
ber of slots and the channel access is managed on a slot-
by-slot basis [5]. Since the delays are controlled and these
contention-free protocols reduce or even eliminate collisions,
high performance and reliability are consequent character-
istics [20],[6]. TDMA is particulary suitable for high-tra�c
networks. Examples are the TRAMA (Tra�c-Adaptive Medium
Acccess) protocol, which separates a random-access period
with slot reservation and a scheduled-access period whose
slots are assigned to individual nodes, and the for periodic
monitoring applications optimized FLAMA (Flow-Aware Medium
Access) protocol, which is based on TRAMA [5]. TDMA-
based protocols allow, provided the respective parameters
are adequately appointed, a minimized energy consumption,
but this precondition leads to limitations in adaptability to
topology changes. These protocols are particularly quali-
fied for high levels of contention and not as popular as the
Contention-based type.

6.1.2 Contention-based protocols
Contention-based approaches are often associated with the
use of Carrier Sense Multiple Access (CSMA) protocol, which
is typically deployed in unsynchronized wireless networks, or
a amended version of it [11]. CSMA examines the operating
status of the channel before sending data and whenever it is
occupied, transmissions are postponed [20]. If the medium is
occupied, a random time intervall is bided until the next sta-
tus check is carried out. Otherwise the data transmission be-
gins. For minor work loads contention-based protocols lead
to higher channel utilization and are therefore in this case
the means of choice. [19] states CSMA as the predominant
class of Medium Access Control protocols. Representatives
of these type are for example:

· B-MAC (Berkeley MAC): B-MAC is a very common
MAC protocol as it is included in the TinyOS operat-
ing system. It o↵ers a optimized carrier sense proce-
dure and sleep interval definition within runtime [12].

· S-MAC (Sensor-MAC) [5]: S-MAC is a scheduled ren-
devouz approach with synchronization via sync pack-
ets. In listen periods the synchronization and other
control information is exchanged. The nodes establish
their own schedule and aggregate in virtual clusters.

Contention-based protocols are robust, scalable, can easily
adapt to tra�c changes and facilitate low latency [5]. The
downside is, that they are less energy e�cient than TDMA-
based protocols.

doi: 10.2313/NET-2012-08-2_04Seminar SN SS2012 
Network Architectures and Services, August 2012

28



Figure 5: Correlation between number of contenders
and channel utilization for TDMA and CSMA [16]

6.1.3 Hybrid protocols
Hybrid Protocols change their behavior dependent on the
level of contention, which means they switch from a contention-
based behavior at low contention levels to a TDMA approach
in case of high levels of contention [5]. A established expo-
nent of this category is Z-MAC (Zebra MAC), which employs
CSMA in cases of slight tra�c and otherwise avails TDMA
[18]. Within a two-hop reach the sensor node, which wants
to send data, has to contend for access. If a too many pack-
ets are lost, a control message is sent, which tells the neigh-
bouring nodes to switch to high contention mode and after a
certain time interval the nodes switch back to normal mode
[12]. Even though the combination of the TDMA-based and
the Contention-based approach can cancel out or at least
alleviate the weaknesses of both protocol categories, it leads
to high complexity and is arising thereby not practical for
Wireless Sensor Networks with large node counts [5].

6.2 Routing protocols
As consumed energy for transmission rises exponentially with
distance [20], the sensing data is forwarded by directly neigh-
boring sensor nodes and the routing protocol has to specify
the most suitable stopovers in terms of factors like load bal-
ancing and duration of the transfer. Besides classification by
network structure (as conducted hereafter) routing protocols
can be distinguished by their route establishment [11]. As
proactive routing protocols on the one hand try to establish
routes before they are actually needed and reactive proto-
cols only react to inquiries, hybrid approaches combine the
principles [11].

6.2.1 Data-centric routing
For Wireless Sensor Networks with high numbers of nodes
it is often not practical to assign global identifiers to every
single node and as a result it is di�cult to communicate
with a particular node set [1]. As queries within the sen-
sor network would otherwise lead to significant redundan-
cies specific routing protocols to cope with this situation are
necessary. In data-centric routing no great store is set by
the originator of the transmitted data, so that the data eas-
ily can be combined and processed. Special cases of data-
centric routing are negotiation-based routing, where meta
descriptions of the content are generated for advertising and
interested nodes can request the data, and query-based rout-
ing, which is based on in-network processing by means of a

pilot node aggregating the data and an ancillary query layer
enabling inquiries of specific information [8]. Examples for
data-centric routing protocols are:

· Flooding and Gossiping are antiquated mechanisms for
broadcasting within a Wireless Sensor Network. For
Flooding each node which receives data passes it on to
its neighboring nodes until a maximum number of hops
is reached [7]. Gossiping is based on Flooding but the
individual node which receives data relays it only to
a randomly selected neighbour [7]. Common problems
are duplicated messages sent to the same node (implo-
sion) and two nodes sensing the same region sending
similar data (overlap) [1].

· SPIN (Sensor Protocols for Information via Negoti-
ation): Is based on negotiation between the nodes
by means of data advertisement through meta-data.
SPIN is one of the first data-centric routing proto-
cols for Wireless Sensor Networks and it avoids typ-
ical flooding problems like overlaps, implosions and
resource-blindness [7].

· For gradient-based routing the minimal number of in-
termediate stops on the way to the destination of the
data is crucial. This minimum of waypoints is called
height of the node [17]. The gap between the sensor
node’s height and the height of a neighboring node rep-
resents the gradient of this particular connection. The
largest di↵erence between heights leads the way to the
next hop.

6.2.2 Location-based routing
Location-based routing’s greatest advantage is the scalabil-
ity. Due to the availability of location information for the
sensor nodes, there is no global knowledge of the network
necessary and thus routes can be specified and locations can
be found independently from flooding [18]. Since location in-
formation is directly available, location-based protocols can
help saving time and energy. The route determination is
more e�cient and apart from that the geographical informa-
tion at hand can be used to only set the nodes of a specific
area, which is of interest, in active mode, while the residual
sensor nodes are in sleeping state [8].

· GEAR (Geographic and Energy Aware Routing): The
respective neighboring node and next hop to pass the
data packet on is selected dependent on remaining en-
ergy resources and the distance to the destination [7].

· MECN (Minimum Energy Communication Network)
employs low power GPS and identifies relay regions for
the respective nodes, inclosing the sensor nodes, which
would selected as next hop lead to less energy con-
sumption than a direct communication with the data
sink [1].

6.2.3 Hierarchical routing
Hierarchical routing protocols either subdivide the sensor
nodes into clusters and appoint superior cluster heads which
gather data originated by the cluster’s nodes, process it and
directly communicate with the sink or form other node sets
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to aggregate data and narrow the energy expenditures on
data transmissions. Hierarchical routing enhances scalabil-
ity and reduces the comprehensive tra�c [18], but concur-
rently local energy cost for communication is increased due
to e.g. the direct connection to the sink and the processing
overhead [8]. Examples for hierarchical routing protocols
are:

· LEACH (Low-Energy Adaptive Clustering Hierarchy)
is a very popular hierarchical routing protocols which
facilitates random change of cluster-heads to evenly
balance the energy consumption and all data process-
ing is carried out within the individual cluster [7].

· PEGASIS (Power-E�cient GAthering in Sensor In-
formation Systems) instead of clusters forms node chains,
which means that it is based on a multiple-hop strat-
egy, and since there is no dynamic cluster formation
necessary and the data aggregation reduces the num-
ber of transmissions, PEGASIS generally is more e�-
cient than LEACH [1].

· TEEN (Threshold sensitive Energy E�cient sensor Net-
work) is due to its responsiveness especially suitable
for time-critical applications and the level of energy
consumption is relatively low, as the sensor nodes only
transmit values which exceed a certain predefined thresh-
old [1].

6.2.4 Network-flow-based routing / Quality-of-Service-
based routing

Network-flow-based routing protocols resemble the already
mentioned types but their main focus is to optimize the
balancing of tra�c and to maximize the network lifetime.
Maximum lifetime energy routing for instance defines link
costs depending on remaining energy and required trans-
mission energy, which are utilized to even out the energy
expenditures of the nodes [1]. Quality-of-Service functions
like end-to-end guarantees and hence further examination of
e.g. correct transmission are usually an additional feature of
routing protocols. An example for a Quality-of-Service ap-
proach is the location-based protocol SPEED, which allows
the estimation of end-to-end delays by ensuring a certain
packet speed [1].

6.3 Transport protocols
Transport protocol functionality is in several cases directly
integrated in the routing protocol, though if implemented
the transport protocol verifies the arrival of sent data at the
sink, regulates the data tra�c within the network and splits
larger data loads into conveyable fragments [20]. There are
three types of transport protocols [21]:

6.3.1 Protocols for congestion control
Congestion is detected for instance via the queue length (Fu-
sion, CODA) or packet service time (CCF, PCCP) and usu-
ally either implicitly or explicitly notified [21]. In most cases
this notification is followed by a rate adjustment to miti-
gate the congestion. Exceptions are for example Siphon,
which detects mitigation through queue length and applica-
tion fidelity and reacts by redirecting tra�c to virtual sinks,

or Trickle, which aims to prevent congestion by utilising a
polite-gossip approach and there needs no additional con-
gestion detection [21].

6.3.2 Protocols for reliability
Protocols for reliability usually provide hop-to-hop loss re-
covery and therewith packet reliability. For loss detection
and notification mostly NACK or IACK are used and popu-
lar types are for example RMSC, RBC and GARUDA [21].
An exeption to the rule is ESRT, which provides event reli-
ability by means of end-to-end source rate adjustment [21].
Since the connectivity within the Wireless Sensor Network
is not predictable and the error rates for transmission are
generally high, hop-to-hop loss recovery seems like the more
adequate choice for WSNs. On the other hand examinations
after every hop increases the latency. Reliability protocols
can be distinguished by their reliability direction: Upstream
(sensor to sink), downstream (sink to sensor) and bidirec-
tional reliability [14].

6.3.3 Protocols for congestion control and reliability
Transport protocols like STCP combine the two previous
types and provide congestion control as well as reliability
[21]. Other examples are RCRT, CRRT and TRCCIT [14].

7. CONCLUSION
With decreasing costs and advancing network lifetime of
Wireless Sensor Networks the number of potential applica-
tion areas is on the rise. To achieve both, energy conserving
communication techniques become increasingly important
and are in fact subject to many present research projects.
The three prevalent boundary conditions of sensor nodes
are communication consumes more energy than computa-
tion, the consumption is not just in transmission states but
as well in idle state relatively high and depending on the ap-
plication the sensing unit can cause a considerable amount
of energy expenditure. As TDMA-based MAC protocols
are very energy e�cient if correctly configured, Contention-
based approaches on the other hand are very robust and
flexible by means of tra�c changes and scalability. Due
to this a integration within Hybrid Protocols and thereby
a combination of their strengths is desirable but owing to
complexity not suitable for Wireless Sensor Networks with
large node quantities. Evaluations show, that the best re-
sults are obtained with combinations of the termed energy
saving measures. However, there is no general recipe, which
fits for every situation. The most suitable solution for a
certain application depends on various factors like environ-
ment, density of nodes, hardware, usage of data, frequency
of changes.
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