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ABSTRACT

Measurement and analysis of traffic in IP networks are of great interest for
network operators as they provide important information about the utiliza-
tion of network resources, the user behavior, as well as the deployed ap-
plications and services. In particular, flow-level traffic measurements have
become more and more ubiquitous in the past years. In this context, a flow is
defined as a stream of packets which are observed at a given interface in the
network and which share a set of common properties called flow keys. For
each flow, a flow record is generated containing the flow keys as well as ad-
ditional flow attributes and statistical information, such as the observation
time of the flow, the number of bytes and packets etc.

This dissertation deals with the detection of traffic anomalies and the
identification of their causes using flow-level measurement data. Traffic
anomalies are significant deviations from the pattern of usual network traf-
fic. Possible reasons for traffic anomalies are changes in the network topol-
ogy (e.g., newly connected hosts, routing changes) or network usage (e.g.,
changed customer behavior, new applications). Anomalies may also be
caused by failures of network devices as well as by malicious worm or attack
traffic. The early detection of such events is of particular interest as they
may impair the safe and reliable operation of the network.

For the detection of traffic anomalies, we convert the flow records into
time series of eight different traffic metrics describing the traffic volume as
well as the cardinality of certain flow keys. We investigate various statistical
change detection methods which have been originally conceived for quality
control in manufacturing processes. In particular, we use control charts
to detect shifts in the mean, standard deviation, or correlation of traffic
measurement variables. As most traffic measurement variables exhibit non-
stationarity and serial correlation, residual generation methods need to be
applied in order to reduce the effect of systematic changes, such as seasonal
variation. For anomaly detection in a single traffic metric, we examine dif-
ferent time-series analysis methods with special focus on robust forecasting
techniques. For multi-metric anomaly detection, we study the application of
principal component analysis (PCA) which allows modeling the correlation
structure between different measurement variables.

The investigated change detection and residual generation methods are
evaluated and compared based on flow data which was collected in the net-
work of an Internet service provider (ISP). The detected anomalies are clas-
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sified according to their relevance from the point of view of the network
administrator. The evaluation shows that the combination of exponential
smoothing and Shewhart control chart is appropriate for detecting certain
kinds of relevant anomalies without requiring much adaptation or param-
eter tuning. Multi-metric anomaly detection using batch-mode PCA and
T 2 control chart yields a very large proportion of relevant alarms, yet at
the cost of increased complexity and with a need for training data. In this
context, robust M-estimators are useful to reduce the bias caused by outliers
in the training data. As an important result, the choice of traffic metrics
and the analyzed part of traffic turn out to have a large influence on which
kinds of anomalies can be detected.

Just like most traffic anomaly detection approaches, the presented meth-
ods are limited to the detection of traffic anomalies but do not provide any
information about their causes. Without such information, however, anom-
aly notifications are quite useless for the network administrator because he
cannot assess the relevance of the reported events, nor can he decide on
any appropriate reaction. Conducting a manual investigation of the original
flow records allows identifying the responsible flows in most cases, yet this
detective work is very time-consuming and therefore cannot be afforded.
As a solution to this problem, we present a couple of algorithms enabling
the automated identification of frequent anomaly causes which are of poten-
tial interest for the network administrator, such as scanning activities and
brute-force password guessing. With these algorithms, most of the relevant
anomalies can be examined without requiring any manual intervention.

Altogether, the methods and algorithms presented in this dissertation
provide a feasible solution to detect traffic anomalies and to identify their
causes. In addition, they can be easily deployed in high-speed networks.
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INTRODUCTION AND BACKGROUND





1. INTRODUCTION

1.1 Motivating the Need for Traffic Measurements and

Analysis

In the last two decades, the Internet has evolved into a global communication
and service network large parts of today’s social and economic life depend
on. Compared to earlier global telecommunication networks for voice calls
and data services, such as ISDN (Integrated Services Digital Network), the
Internet is much more open and heterogeneous in many aspects.

With respect to the organization, the Internet consists of more than
30.000 autonomous systems1 which are interconnected to provide end-to-
end reachability of all Internet users. Only a small area of the Internet
is subject to centralized control, such as the assignment of domain names
and numbers by the Internet Corporation for Assigned Names and Numbers
(ICANN). Apart from that, autonomous system operators are independent
and maintain bi- or multi-lateral relationships in contracts or peering agree-
ments. The lack of centralized control and the openness of the Internet has
been the basis of its fast evolution and enormous growth. In contrast, the
organization of telecommunication networks is being regulated by the Inter-
national Telecommunication Union (ITU) since 1865, which does not only
enact standards but also decides on the future development of the network.

Regarding technology, the Internet realizes a unified packet switched
overlay network on top of a large variety of communication technologies,
including wired as well as wireless networks. This is illustrated in the two
bottom layers of the hourglass shown in Figure 1.1. The characteristics of
these underlying technologies may be very different, covering a large spec-
trum from very slow to very high-speed links, and short to long transmission
delays. Furthermore, there are large mutual dependencies between different
data streams due to the statistical multiplexing of packets. The division of
the address space into many hierarchical subnets and the usage of distributed
routing algorithms makes the Internet a very dynamic and complex system.
Earlier telecommunication networks are mostly circuit switched with a so-
phisticated signaling infrastructure and a widely centralized control plane
which controls the switching of channels between users.

As shown in the upper half of Figure 1.1, the Internet is also characterized

1 http://www.cidr-report.org/



12 1. Introduction

WLAN, PPP, UMTS,...

Ethernet,

IP

e−mail, web, multimedia, file

copper, fiber, radio,...

sharing, network mgmt,...

SMTP, HTTP, RTP, SMB,

P2P, SNMP,...

SCTP,...

TCP, UDP,

Fig. 1.1: Hourglass of the Internet protocol layers

by an ever growing variety of protocols and services running on top of
the Internet Protocol (IP), such as e-mail, world wide web, file sharing, mul-
timedia, or telephony. The separation between pure data transport provided
by the “stupid network” [Ise97] and the services offered by the applications
hosted at the end systems facilitates the launch of new Internet services and
protocols. On the other hand, running all these different services over the
same network is a big challenge because of the various quality of service
demands and traffic characteristics of the different services. Telecommuni-
cation networks, in contrast, have been designed for specific and previously
known services, which made it possible to optimize the network for the given
purpose.

Finally, heterogeneity and openness also applies to the users and uti-
lization of the Internet. It is used for human-to-human, human-to-machine,
and machine-to-machine communication. Internet users are private cus-
tomers, professionals, and academics, with noncommercial or commercial
interests. Criminals exploit the openness of the Internet for concealed com-
munication and for committing crimes, such as computer fraud and espi-
onage.

As a major consequence of the Internet’s openness and heterogeneity,
network operators lose control on the utilization of their networks. Since
they do not know exactly for which kinds of applications and services the
network is used, the traffic is far less predictable than in telecommunication
networks. In addition, it is very difficult to prevent harmful or unwanted
traffic from entering the network. Therefore, traffic measurements have be-
come an essential source of information in the monitoring infrastructure of
the Internet. In particular, flow-level traffic measurements are now com-
monly deployed in the backbone networks of Internet service providers.

Topic of this dissertation is the analysis of flow-level traffic measurement
data for real-time detection of significant changes in selected traffic metrics.
Such changes can be signs of traffic anomalies that affect the operation of
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the network. Traffic anomaly detection has been a vivid area of research
for several years, especially in the context of network intrusion detection
systems. However, the anomaly detection approach suffers from inherent
limitations which often inhibit the practical deployment. In the following
section, we discuss these problems and set up a list of criteria which should
be reflected in the search for applicable traffic anomaly detection methods.
Thereafter, Section 1.3 summarizes the challenges of using statistical change
detection methods for traffic anomaly detection. Finally, Section 1.4 states
the main contribution of our work and explains the document structure.

1.2 A Reflective Approach to Traffic Anomaly Detection

Research on traffic anomaly detection is based on two main assumptions.
The first assumption is that network traffic shows certain characteristics un-
der normal conditions which can be described somehow, typically by means
of a model. This model is sometimes called ‘baseline’, especially if it refers
to variables which are monitored over time. The model parameters either
are known a-priori or can be learned by observation. The second assumption
is that deviations from this normal behavior are rare and expected to be the
result of events that are of potential interest for the network administrator.

Beyond these assumptions, traffic anomaly detection is frequently pre-
sented in the literature as a method to detect malicious activities, such as
attacks, spreading worms, or botnet communication. A good overview on
such anomaly-based network intrusion detection approaches until the year
2004 is presented in a survey paper by Estevez et al. [ETGTDV04a]. The
hypothesis behind these approaches is that traffic anomalies are commonly
the result of malicious activities. Hence, anomaly detection is seen as an
alternative to the so-called ‘misuse detection’ approach which aims for the
identification of known patterns of harmful traffic. The main advantage re-
peatedly brought forward by the authors is that anomaly detection allows
discovering new and unknown malicious activities whereas misuse detection
can only recognize previously known attacks.

Equalizing traffic anomalies with malicious traffic is, however, a problem-
atic guess, not to say speculation. There are many other causes for traffic
anomalies, such as spontaneous changes in the user behavior or a newly
deployed server or application. On the other hand, malicious traffic may
resemble non-malicious traffic such that the two cannot be distinguished.

Gates and Taylor question the application of anomaly detection to net-
work-based intrusion detection in a “provocative discussion” [GT06]. In
addition to the already mentioned disputable base assumptions, they argue
that it is difficult to ensure that training data used to characterize non-
malicious traffic is free of attacks and, at the same time, representative for
the entirety of normal traffic variations. Furthermore, they stress that op-
erational usability requires that no or very little manual intervention of the
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network administrator is necessary. Alarms must indicate an event of in-
terest in a reliable way, meaning that false alarms, even if occurring with
low probability, are often unacceptable. Also, administrators usually can-
not spend a lot of time on fine-tuning many different parameters until the
detection method provides reasonable results.

A general resort is to generalize the scope of traffic anomaly detection.
Apart from the security incidents discussed above, traffic anomalies caused
by failures of network devices or significant changes in the user behavior
are then accounted as events of interest. Indeed, the detection of such
events can be useful for the network administrator as long as it is possible to
distinguish different anomaly causes. Ideally, the detection method identifies
those parts of traffic which are responsible for the anomaly, as well as the
involved hosts. Many anomaly detection methods, however, do not provide
such information, meaning that the measurement data must be inspected
manually in order to identify the anomaly causes.

Several traffic anomaly detection approaches make use of very sophis-
ticated statistical methods (e.g., [SST05, LCD05, SBK08]). Referring to
evaluations performed with synthetic or real traffic traces, the authors typ-
ically claim that their methods yield excellent results. However, sophisti-
cated statistical methods often depend on many parameters which require
fine-tuning until satisfactory detection results can be obtained. Therefore,
the question arises if similar results could have been achieved with simpler
methods which are less complex and easier to parameterize. Furthermore,
it seems that research has placed too much emphasis on statistical methods
whereas only few publications have concentrated on the selection of appro-
priate traffic metrics to be monitored [KR06, BMP07] although this must
be considered as an equally important problem.

As a result of these considerations, we formulate the following evalua-
tion criteria for our own work on traffic anomaly detection:

Ease of deployment: Detection methods should yield useful results with-
out requiring elaborate fine-tuning. In other words, the method should
be robust with respect to suboptimal parametrization.

Justification of complex methods: Complex methods are more costly
to implement and deploy. Therefore, simple methods should be pre-
ferred over more complex ones unless the increased complexity can be
justified by superior detection results.

Relevance of the detected anomalies: The statistical significance of an
anomaly is not always tantamount to its importance for the network
administrator. Therefore, the relevance of the detection results should
be critically reflected in the evaluation.

Identification of anomaly causes: As far as possible, the cause of an
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anomaly should be characterized and identified in an automated way
to minimize the need for manual inspection of the measurement data.

As an outcome of this dissertation, we will show that these criteria can be
fulfilled in a satisfactory manner by combining statistical change detection
methods and algorithms which enable the identification of common anomaly
causes. In the next section, we give an introduction to statistical process
control where change detection methods have first been deployed.

1.3 Change Detection by Means of Statistical Process

Control

The idea of statistical process control (SPC) is to monitor specific out-
put variables of a system and to raise an alarm if the observed values run out
of the range of sound operation. The purpose is the detection of unexpected
changes in characteristic properties of the system because such changes may
be indications of failures, malfunctions, and wearout. SPC was originally
developed and deployed as part of quality control to monitor manufactur-
ing processes [She31]. In such processes, deviations from the norm likely
deteriorate the quality of the finished products and thus increase scrap or
the need of rework. Therefore, variables exceeding the margins defining the
‘in-control state’ of the process are to be detected quickly in order to enable
manual intervention, recalibration, or exchange of erroneous components to
minimize loss or damage.

Process variables usually exhibit a certain variation under normal condi-
tions which goes back to ‘common causes of variation’. Hence, the challenge
of SPC is to distinguish this variation from unusual changes caused by events
of significance (or ‘special causes of variation’). SPC solves this with help
of statistical methods. The main tools are so-called control charts which
are graphical representations of statistical change detection algorithms.

Control charts monitor the mean, the variance, or both, of a time se-
ries which ideally resembles ‘white noise’ under normal conditions (i.e., the
output of independent and identically distributed random variables). If the
process variable to be monitored does not fulfill this condition, the direct
application of control charts does not lead to reasonable results. However,
regular variation and correlation in the original variables can be modeled
and eliminated with help of appropriate statistical residual generation
techniques. Examples are time-series analysis, which models temporal de-
pendencies, and principal component analysis, which models correlation be-
tween multiple process variables. We then can apply control charts to the
residuals, which contain the remaining variability not unexplained by the
model.

The need to distinguish regular variation from significant changes is not
limited to the monitoring of manufacturing processes. Researchers have
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attempted to adopt SPC methods for other problems as well. One example
is the temporal partitioning of signals into homogeneous segments, which can
be useful for speech recognition in audio signals [BB83]. Obviously, there is
also a strong relationship to the problem of traffic anomaly detection where
significant changes in the statistical properties of the measured traffic are
considered as potential signs of network failures or abuses. However, this
implies that appropriate residual generation methods can be found because
network traffic, just like many process variables, does not resemble white
noise.

In this dissertation, we examine the applicability of different residual
generation techniques and different control charts in order to detect traffic
anomalies in traffic measurement time series. The traffic metrics considered
in this work are derived from flow records exported by routers, switches,
or network monitors via IPFIX (IP Flow Information Export) [CBS+08],
Cisco NetFlow [CSVD04], or alternative export mechanisms. The advantage
of analyzing traffic at the level of time series instead of flows is that less
computational and memory resources are required. As the complexity is
constant per time interval and does not depend on the traffic volume or
composition, the approach is very well adapted for anomaly detection in
high-speed networks.

1.4 Contribution and Document Structure

The contribution of this dissertation is the presentation and evaluation
of simple and effective methods for the detection of anomalies in traffic
measurement time series as well as the identification of their causes. For
this purpose, we compare various single-metric and multi-metric anomaly
detection approaches based on time-series analysis and principal component
analysis (PCA).

Among the considered single-metric techniques, we identify the combi-
nation of robust time-series forecasting with the so-called Shewhart control
chart as most effective anomaly detection method yielding a large propor-
tion of relevant alarms when applied to appropriate traffic metrics [MC08a].
This method is easy to parameterize and to deploy and thus fulfills two of
the criteria listed in Section 1.2. Multi-metric anomaly detection based on
PCA has the advantage that we can monitor all metrics with a single T 2 or
T 2

H control chart. On the other hand, PCA is more complex and requires ap-
propriate training data to estimate the correlation between different traffic
metrics.

In order to obtain reproducible and comparable results, the evaluation of
the presented anomaly detection methods is performed offline with flow data
collected in the network of an Internet service provider (ISP). However, an
important property of the analyzed methods is that they are suitable for traf-
fic anomaly detection in near real-time. For example, some of the methods
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Fig. 1.2: Chapter guide through this document

have already been integrated as detection modules into our traffic analysis
framework TOPAS [BM06, MC07]. The required flow data can be obtained
from commercial routers or with help of open-source implementations of
monitoring devices, such as our monitoring toolkit VERMONT [LSMD06]

In order to assess the relevance of the detected anomalies and to identify
their causes, we present algorithms which search the original flow data for
traffic patterns of known kinds of incidents. These algorithms make a manual
inspection of the data unnecessary for most of the alarms and therefore are
essential for the operational deployment of the anomaly detection methods.

Figure 1.2 illustrates the chapter structure of this document. As can
be seen, the chapters are grouped in four parts: “Introduction and Back-
ground”, “Fundamentals and Related Work”, “Application and Evaluation”,
and “Conclusion”. In the following, we briefly summarize the content of each
chapter.

In Chapter 2, we begin with an overview on passive traffic measurement
techniques and their applications. In particular, we describe the different
levels of granularity, from link level to packet level, at which passive traffic
measurements can be performed. We show how more detailed information
about the traffic increases the possibilities of traffic analysis, yet at the
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cost of increasing the computation and memory requirements. Chapter 2
also summarizes the current state of IETF standardization regarding the
measurement and export of flow information, to which we have been actively
contributing for a couple of years [MCA10, CAJM10, DKCM10]. The section
terminates with a presentation of tools for traffic measurement [MADC06,
LSMD06, DM06, BMC10] and analysis [BM06, MC07, MLC07, MWC07,
MC08b] which we have developed in the context of various research projects
(e.g., [MFC+05]).

Part II of the document presents the statistical fundamentals of change
detection, time-series analysis, and principal component analysis. These
methods form the base of our traffic anomaly detection approach.

In Chapter 3, we give an overview on statistical change detection and
explain different types of control charts. Thereby, we elaborate the under-
lying assumptions and prerequisites since a thorough understanding of the
fundamentals is necessary to deploy these statistical methods appropriately.
Furthermore, we discuss existing traffic anomaly detection approaches which
make use of these methods.

Chapter 4 summarizes the basic concepts and methods of time-series
analysis. We are particularly interested in forecasting techniques which can
be used for residual generation. We find that exponential smoothing and
Holt-Winters forecasting are appropriate for our purposes because they are
quite robust against uncertainties regarding the distribution of the observed
variables. As in the previous chapter, we combine the presentation of the
fundamentals with a discussion of related work deploying time-series analysis
methods for traffic anomaly detection.

While time-series analysis considers temporal dependencies, PCA ex-
amines the correlation structure between different variables. Chapter 5
explains how to determine the principal component transformation for a
given data set. We give an overview on PCA-based statistical methods and
significance tests and discuss specific aspects which are related to the ap-
plication of PCA to multivariate time series. Furthermore, we dedicate one
section to existing work on traffic anomaly detection using PCA.

In the 1990s, it was discovered that Internet traffic in local-area and wide-
area networks exhibits self-similar structures and long-range dependence in
certain traffic characteristics. Chapter 6 gives an overview on the proper-
ties of self-similar traffic as well as possible explanations for its existence.
Furthermore, we assess the effect of long-range dependence on time-series
forecasting and anomaly detection by reviewing results reported in the lit-
erature.

Part III of this document covers the application and evaluation of the
presented methods for traffic anomaly detection. At the beginning, Chap-
ter 7 describes the flow dataset our evaluation relies on. Furthermore, we
explain how the flow records are converted into time series. The considered
traffic metrics characterize volume as well as distributional properties of the
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traffic.
In Chapter 8, we apply several combinations of the residual generation

techniques and change detection methods presented in Part II to time series
derived from the overall IP traffic. By inspecting the original flow data, we
identify the reason for every detected anomaly and assess the relevance of the
alarm for the network administrator. Furthermore, we study the influence
of the monitored traffic metric on the detection results.

Chapter 9 deals with the detection of anomalies in specific parts of the
traffic which we assume to be affected by incidents of interest. For example,
we apply change detection methods to time series of ICMP traffic. The
results show that the proportion of relevant anomalies is higher compared
to the analysis of the overall traffic.

The considered anomaly detection methods are based on traffic mea-
surement time series and therefore cannot provide any information about
the responsible flows or the cause of an anomaly. To fill this gap, we present
three algorithms in Chapter 10 which search the flow records for known
traffic patterns of incidents which occur quite frequently and which are of
potential interest for the network administrator, namely network scans, port
scans, and password guessing. For these incidents, the algorithms deliver a
description of the involved flows and hosts in an automated way.

Part IV concludes the dissertation with a summary of results, an eval-
uation of achievements, and an outlook to future research in Chapter 11.
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2. PASSIVE TRAFFIC MEASUREMENT

TECHNIQUES AND APPLICATIONS

2.1 Introduction

Traffic measurement methods can be categorized into active and passive
techniques [Ziv06]. Active measurements are performed with probe pack-
ets which are injected into the network. Typically, the injected packets are
sent from one end-system to another, which enables the measurement of
end-to-end delay. Another relevant application of active measurements is
the estimation of path capacities and available bandwidth by sending pairs
or trains of packets. Since active measurements are intrusive, they risk to
bias the measurement result and to disturb the existing traffic. On the other
hand, they do not require access to internal network elements.

In contrast, passive measurements are non-intrusive and rely on the
observation of existing traffic without changing or manipulating its charac-
teristics. Passive measurements can be performed on end-systems to monitor
the traffic at local interfaces. In order to measure the traffic going through
a network, access to one or multiple observation points, such as switches,
routers, gateways, or firewalls, is required. The traffic can be measured at
different levels of granularity, such as packet level, flow level, or link level, de-
pending on the measurement technology and the usage of the measurement
results.

As our work is based on passive traffic measurements, the next section
explains the different passive measurement techniques in more detail. We
also discuss the aspects of computational and memory resources which are
required to perform these measurements. Thereafter, Section 2.3 gives an
overview on applications that make use of data from passive measurements.
Relevant Internet standards as well as monitoring tools developed by the
computer networking group at the University of Tübingen and later at the
Technische Universität München are presented in Section 2.4. Section 2.5
concludes this chapter with the positioning of this dissertation in the given
context.

2.2 Passive Measurement Techniques

In this section, we explain and compare packet-level, flow-level, and link-level
measurement techniques. Furthermore, we discuss the required resources
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and how these measurements can be practically performed by monitoring
devices with resource restrictions.

2.2.1 Packet-Level Measurements

Passive traffic measurements at packet-level gather information about indi-
vidual packets. Packet-level measurements are performed by network an-
alyzers and network-based intrusion detection systems which analyze the
captured packets directly. Alternatively, packet capturing and analysis can
take place at different locations. For example, packets can be recorded at
routers, switches, and network monitors from which the resulting measure-
ment data is transported to a remote analysis systems. One standardized
option is to implement the Remote Network Monitoring (RMON) MIB mod-
ule [Wal00] which enables the storage of captured packets matching a given
filter. A remote analyzer can then retrieve the packet data with help of the
Simple Network Management Protocol (SNMP) [Pre02]. Another standard
solution is to export packet reports to a remote collector using the IPFIX
(IP Flow Information eXport) protocol [CJQ09].

For some applications, such as session analysis and signature detection,
entire packets including packet payload have to be captured. For other
applications, such as one-way-delay measurements, it is sufficient to capture
packet headers. References to application examples will be provided later
in Section 2.3.

The processing and storage resources required for packet-level measure-
ments increase with the number of captured packets. Systems that are
capable of monitoring every packet on a high-speed link are very expensive.
To cope with this problem, the measurement can be restricted to a subset
of the observed packets by applying filters or sampling algorithms. Fil-
ters select packets depending on specific packet properties, such as values
of packet header fields. Sampling algorithms, in general, aim at choosing a
subset of packets which allows inferring statistics of the entirety of all pack-
ets, such as the frequency of a specific packet property. If packet sampling is
combined with payload analysis, the goal is to omit packets where we do not
expect to find any interesting content, and to keep all packets of potential
interest. For this purpose, we have developed a sampling algorithm which
deploys Bloom filters to select the first packets of every TCP connection,
and have shown that these packets are sufficient for detecting many kinds
of worm and botnet activities [BMC10].

Sampling algorithms can be random or systematic. A random sampling
algorithm yields a non-deterministic packet selection that depends on a ran-
dom process. In contrast, the packet selection of a systematic sampling
algorithm is deterministic. A widely used systematic sampling method is
count-based sampling which selects the first n packets out of each series of
N > n packets.
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Fig. 2.1: Flow-level measurements with timeouts

A couple of filtering and sampling techniques have been standardized in
RFC 5475 [ZMD+09] by the PSAMP (Packet SAMPling) working group at
the IETF (Internet Engineering Task Force). RFC 5474 [DCC+09] discusses
the complexity of different packet selection methods and sketches various use
cases. More information about the PSAMP standardization is given below
in Section 2.4.1.

2.2.2 Flow-Level Measurements

Flow-level measurements do not collect information about individual pack-
ets but entire flows of packets. According to the definition of the IPFIX
(IP Flow Information eXport) working group at the IETF, a flow is defined
as a unidirectional stream of IP packets which are observed at an obser-
vation point in the network and share a set of common properties called
‘flow keys’ [CBS+08]. A usual flow key set is defined by the IP quintu-
ple of transport protocol, source IP address, destination IP address, source
port, and destination port. Practical implementations, such as Cisco’s Net-
Flow [Cis10b] and Juniper’s J-Flow [Jun10], use the type of service (ToS)
field and the input interface as two additional flow keys. Recent products
and implementations allow the user to configure the flow keys in a flexible
way. Examples are the most recent NetFlow technology called Flexible Net-
Flow [Cis10a] and the open-source monitoring probe VERMONT [LSMD06]
which will be presented in more detail in Section 2.4.2.

For every observed flow, the metering process determines a couple of
statistics, such as the observation time of the first and last packet, and
the number of packets and bytes that belong to the flow. The flow keys
and the flow statistics are stored in a flow record. Monitoring devices are
usually not designed to process, analyze, or archive flow records. Instead,
the flow records are exported to a remote system called ‘collector’. The
export is usually triggered by two flow expiration timeouts as illustrated
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in Figure 2.1. The passive timeout defines a time interval of inactivity
(no packets observed) after which a flow record is exported. In addition,
flow records of long-lasting flows are periodically exported after the active
timeout.

Many routers and switches allow the activation of flow-level measure-
ments on one or multiple of their interfaces. Industry consortia and device
manufacturers have developed and standardized various protocols for ex-
porting flow records to collectors, such as the sFlow protocol [PPM01] and
different versions of the NetFlow protocol (e.g., [CSVD04]). In the near fu-
ture, most of the vendors will likely support the IPFIX protocol [CBS+08],
which is a recent Internet standard of the IETF. More information about
IPFIX is given in Section 2.4.1.

The resource consumption of flow-level measurements depends on the
number of monitored packets and the number of flow records that are si-
multaneously stored in the monitoring device. The number of monitored
packets influences the computational load since every packet has to be clas-
sified to a new or existing flow record. The number of stored flow records
relates to the required amount of memory.

2.2.3 Link-Level Measurements

Link-level measurements are omnipresent as they are performed by nearly
every network interface card driver. The simplest link-level measurement
counts the number of packets and bytes leaving from and arriving at a given
interface. In this case, the resource consumption is negligible as only four
counter variables are needed per interface. More sophisticated measurements
keep separate counters for different protocols.

The measurement data is typically stored in the MIB from which it can
be queried via SNMP. For example, the Interfaces Group MIB module (IF-
MIB) [MK00] includes counters for the entire number of packets and bytes
that have passed an interface since the system start. More detailed traffic
statistics can be stored in the Remote Network Monitoring MIB modules
(RMON-MIB, RMON2-MIB) [Wal00, Wal06].

2.2.4 Coping with Resource Restrictions

As we have already mentioned in the preceding subsections, the resources
required by passive traffic measurements mainly depend on the level of gran-
ularity. While link-level measurements are almost for free, computational
and memory requirements are a significant factor for flow-level and packet-
level measurements, especially in high-speed networks. If the monitoring
device exports the measurement data to a collector, the required bandwidth
also has to be taken into consideration. There are several ways to trade the
required resources off against the achieved measurement accuracy, which are
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discussed in the following.
As mentioned in Section 2.2.1, packet filtering and sampling allow

us to select a subset of the observed packets. Since both of them reduce
the number of monitored packets, they are similarly appropriate to save
memory. However, with respect to the computational complexity, there are
significant differences. For example, a filter which classifies packets based on
packet content (e.g., packet header fields) still requires a certain number of
comparison operations per packet. On the other hand, a simple systematic
count-based sampler makes its decision based on a counter which is increased
with every packet. Thus, the effort is very low.

Packet filtering and sampling can be combined with flow-level measure-
ments. In fact, systematic count-based sampling is commonly deployed in
order to reduce the number of packets to be processed by the flow metering
process. An implementation example is Sampled NetFlow by Cisco. As a
consequence, the properties and statistics of the original traffic can only be
estimated and some flows, especially short ones, risk not to be recorded at
all.

In the case of flow-level measurements, the number of flow records which
have to be kept in the memory of the monitoring device heavily depends
on the set of flow keys. By using a smaller set of flow keys, the required
memory can be reduced. Furthermore, masking or hashing flow key fields
to a smaller value range may also result in a smaller number of records.
As an example, we can store subnet addresses instead of entire host IP ad-
dresses. For this purpose, we proposed a rule-based approach for flexible
flow measurement and aggregation and evaluated the achievable reduc-
tion in the number of flow records for different sets of flow keys as well as
masked IP addresses based on real traffic [DM06]. The results show that
port numbers, especially the port numbers of TCP clients, contribute most
of the variability in the flow keys. Thus, not using ports as flow keys leads
to a significantly lower number of flow records. Obviously, using fewer or
masked flow key fields decreases the measurement resolution in the flow key
space.

An alternative approach to reduce the number of records is flow sam-
pling [DLT04]. Here, only selected flow records are exported and analyzed
while others are dropped after the measurement. Flow sampling is mainly
useful to reduce the number of exported flow records. However, it is less
suitable for decreasing the amount of flow records which have to be stored
in the monitoring device because the flow selection is applied after the flow
has timed out (expired). For an extended overview and comparison of differ-
ent sampling and aggregation techniques, we refer to Duffield’s review paper
on this topic [Duf04].

To a certain extend, the timeouts of flow metering processes influence
the computational, memory, and bandwidth requirements. Small timeouts
may lead to a larger number of flow records, which increases the amount of
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Fig. 2.2: Applications of passive traffic measurements

measurement data that has to be exported. It also increases the load on the
exporting process because it has to send more records. On the other hand,
exporting the flow records more quickly may slightly decrease the average
amount of records kept in the memory of the monitoring device.

An economical utilization of the monitoring device’s resources can be
achieved by adapting the performed traffic measurements as well as the
exported information to the application requirements. For example, if only
traffic from and to a specific subnet or traffic of a specific transport protocol
or port is of interest, an appropriate filter can be configured at the metering
process to avoid the measurement of traffic which will not be analyzed later.

In order to facilitate the management and configuration of mon-
itoring devices, we developed an XML-encoded configuration data model
for IPFIX and PSAMP [MADC06] within the European project DIADEM
Firewall [DIA06]. The NETCONF protocol [EBC+06] was used to remotely
configure instances of our open-source monitoring device implementation
VERMONT. In 2008, the IPFIX working group at the IETF adopted our
concept as the basis of a new Internet standard [MCA10]. More information
about the current status of IPFIX standardization, DIADEM Firewall, and
VERMONT are given in Section 2.4.

2.3 Applications of Passive Traffic Measurements

In this section, we give examples for applications which rely on data from
passive traffic measurements. In principal, the set of possible applications
increases with a finer level of granularity. For example, packet-level measure-
ments allow applying certain traffic analysis methods that are not possible
with flow-level measurements. In addition, most of the flow-based applica-
tions can be realized as well since flow information can be easily obtained
from packet data by aggregation.

The nested boxes in Figure 2.2 illustrate this relationship between mea-
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surement granularity and possible applications. The innermost box lists
example applications which make use of measurements at the level of links
or other traffic aggregates, such as traffic flows between autonomous sys-
tems. A classical application is accounting traffic volume for billing pur-
poses. In addition, it is possible to determine and examine the traffic
matrix of a network with multiple ingress and egress points. Finally, we
can detect anomalies and network outages at the link and aggregate level
(e.g., [Bru00, BKPR02, LCD04b, SST05, SSRD07]).

The next box contains flow-based applications. In addition to the ap-
plications already mentioned for traffic aggregates, flow-level measurements
enable the detection of anomalies based on flow counts and flow key
distribution [LCD05, KR06, SBK08, CPA09]. For example, we have devel-
oped an anomaly detection method which applies the k-means clustering
algorithm to training data of multiple traffic metrics which can be obtained
from flow records [MLC07]. As a result, we obtain different clusters for
normal and anomalous traffic. New measurement values can then be clas-
sified as normal or anomalous based on the distance to the nearest cluster
centroid.

Flow data can also be used to identify worm-infected hosts [DP05] or to
detect attacks [DHKR09] with help of heuristics or known attack patterns.
Furthermore, the examination of flow data allows analyzing the behavior of
individual hosts [GB05] as well as the relationships and dependencies
between different hosts and services [KPF05, AKM+05, KGE06]. To some
extend, the flow statistics make it possible to classify flows into applica-
tion classes [EBR03]. However, the large majority of traffic classification
approaches requires information that goes beyond flow data, such as the
lengths and arrival times of the packets within a flow.

With packet-level measurements, it is possible to trace the path of a
packet along multiple observation points in a network [DG01], which can be
used for one-way delay measurements. Starting a few years ago, various
research groups have begun to use header information of packets belonging to
the same unidirectional or bidirectional flow to identify the protocol or appli-
cation at higher layers [BTS06, KCF+08]. The goal is to classify traffic with-
out considering port numbers and packet payload. For the same purpose, we
have developed an efficient traffic classification method which uses Markov
models to describe the traffic of different application [DMBC09, MDBC10].

If the traffic measurements provides access to packet payload, deep
packet inspection is possible, including signature matching algorithms
and the analysis of sessions at higher protocol layers [Pax99, Roe99]. Just
like aggregates, flows, and packet headers, packet payload can be used for
anomaly detection [KTK02, ETGTDV04b]. However, payload analysis is
limited to unencrypted traffic.

The outermost box in Figure 2.2 shows the change from traffic measure-
ment to host monitoring. If we had access to one of the end systems of a
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data transfer, we would be able to analyze traffic before encryption and af-
ter decryption. Furthermore, we could study the relationship between traffic
and applications, for example by examining the effect of malware on the end
system.

2.4 Standards and Tools

At the IETF, two working groups are in close relationship to passive traffic
measurements at flow and packet level, namely the IPFIX and the PSAMP
working group. The next subsection gives a summary of the standardization
activities of these two groups. Thereafter, we present software tools which
we have been developing at the Technische Universität München and earlier
at the University of Tübingen in the scope of several research projects.

2.4.1 IPFIX and PSAMP Standardization at the IETF

The IPFIX (IP Flow Information eXport) working group at the IETF
has been developing and standardizing techniques and protocols for flow-
level measurements in IP networks and the export of the resulting flow
records. Starting in 2001, a long discussion began about the requirements
and suitable existing protocols for flow information export. In 2004, the
working group published RFC 3917 on the IPFIX requirements [QZCZ04]
and RFC 3955 on the evaluation of candidate protocols [Lei04]. In the
latter RFC, it was concluded that none of the existing protocols fulfilled the
requirements in a satisfying way. Therefore, it was decided to standardize
a new protocol based on the most appropriate existing solution, which was
Cisco NetFlow version 9 [CSVD04].

After this slow start, it took another three and a half years to finally pub-
lish the IPFIX protocol specification in RFC 5101 [CBS+08] in 2008. Rea-
sons for the additional delay were discussions about the transport protocol to
be chosen. Finally, the Stream Control Transmission Protocol (SCTP) with
partial reliability extension [SRX+04] was preferred over UDP, which lacks
congestion awareness, and TCP, which only provides fully reliable trans-
port. Hence, RFC 5101 now specifies SCTP as mandatory transport proto-
col which must be implemented in order to be compliant with the standard;
UDP and TCP may be optionally supported as well.

NetFlow version 9 and IPFIX support variable record structures, which
allows a monitoring device to export exactly those fields for which mea-
surement data is available. The record structure is defined by a so-called
‘template’. Within a template, the encoding and semantic of each record
field is defined by an information element identifier. Common information
elements for flow-level measurement data are standardized by the IPFIX
information model [QBCM08]. If these are not sufficient, vendors can define
and utilize additional enterprise-specific elements.
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At the time of writing, we are involved in the standardization of an
IPFIX extension which defines a specific mapping between templates and
SCTP streams [CAJM10]. The benefit of this approach is that the number
of lost records can be calculated per template if SCTP is used with partial
reliability. Further IPFIX extensions deal with the export of bidirectional
flow data [TB08] and the storage of IPFIX data in files [TBM+09].

Regarding the management and configuration of monitoring devices, a
MIB module [DKCM10] has been standardized; an XML configuration data
model [MCA10] for usage with the NETCONF protocol [EBC+06] is cur-
rently in the final phase of standardization. As mentioned in Section 2.2.4,
the initiative to develop and standardize a vendor-independent configura-
tion data model for IPFIX and PSAMP goes back to work we performed
in the European project DIADEM Firewall [MADC06]. More details about
this project are given in the next subsection.

Before its closure in 2009, the PSAMP (Packet SAMPling) working
group focused on packet selection techniques and the export of the resulting
packet data using the IPFIX protocol. Because of the tight linkage to the
IPFIX standardization process, the work of the PSAMP group also took a
very long time from 2002 till 2009. At the end, three Internet standards
were published. Packet filtering and sampling mechanisms are standardized
in RFC 5475 [ZMD+09]. RFCs 5476 and 5477 [CJQ09, DCA+09] specify
the usage of the IPFIX protocol for PSAMP export as well as necessary
extensions of the information model. These standards enable the export of
records containing header fields and payload of selected packets.

2.4.2 Tools for Traffic Measurement and Analysis

In this section, we give an overview on traffic measurement and analysis
tools which have been created by scientists and students of the computer
networking chair at the Technische Universität München (formerly Univer-
sity of Tübingen) and its partners.

In the scope of the HISTORY project [DC05], which is a research coop-
eration with the computer networking group at the University of Erlangen-
Nuremberg, we have been developing open-source software tools for dis-
tributed traffic measurements and analysis based on the IPFIX and PSAMP
standards since 2004. The development has been pushed and financially sup-
ported by a couple of national and international projects, such as the Euro-
pean FP6 project DIADEM Firewall [DIA06], the LUPUS project funded
by DFG (German Research Foundation), and the monk-it project funded
by the German Federal Office for Information Security (BSI). An important
outcome of these projects are the open-source software tools VERMONT
and TOPAS.

VERMONT (VERsatile MONnitoring Toolkit) [LSMD06, VER10] is a
modular monitoring device implementation which allows capturing packets
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Fig. 2.3: Architecture of VERMONT

at interfaces in promiscuous mode in order to generate and export PSAMP
packet reports or IPFIX flow records. The architecture of VERMONT is
depicted in Figure 2.3. As can be seen, the packets captured by the observer
modules can be directed to filtering and sampling modules implementing dif-
ferent packet selection techniques. One of these modules captures the first
packets of each TCP connection, which can be very useful for signature-
based worm and botnet detection as well as traffic classification [BMC10].
The flow metering and aggregation modules generate flow records from cap-
tured packets or records received by the collector module using configurable
sets of flow keys [DM06]. The database writer and reader modules allow
storing and retrieving flow records from tables in a database, which is very
useful for offline analysis as well as replaying IPFIX traffic. As explained
later in Chapters 7 and 10, we use a flow database to generate traffic mea-
surement time series for anomaly detection and to identify the causes of
traffic anomalies.

VERMONT is configured with XML configuration files. An innovative
feature is the configuration manager which allows to change the configu-
ration at runtime. Dynamic configuration is an important prerequisite for
adapting the traffic measurements to the varying needs of the application.
As a prototype implementation of the configuration data model proposed
in [MCA10], we have implemented a NETCONF agent [EBC+06] which re-
ceives configuration requests from a remote management system [MADC06].

TOPAS (Traffic flOw and Packet Analysis System) [BM06, MC07] was
originally developed within the European project DIADEM Firewall [DIA06].
TOPAS implements an IPFIX and PSAMP collector and offers a modular
framework for real-time traffic analysis and attack detection. If something
interesting is detected, the modules may trigger events to notify the network
administrator or to dynamically initiate a reconfiguration of monitoring and
analysis functions.
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Fig. 2.4: Deployment of VERMONT and TOPAS

Figure 2.4 shows the deployment of VERMONT and TOPAS in the
network of an ISP. While instances of VERMONT act as configurable mon-
itoring devices, TOPAS plays the role of the collector and traffic analyzer.
In the DIADEM Firewall context, this setup was used to detect denial-of-
service (DoS) and distributed denial-of-service (DDoS) attacks [MFC+05]
based on flow records. Later, we used TOPAS to analyze header fields
and payload of selected packets exported by PSAMP. Therefore, we inte-
grated Snort IDS [Roe99] and Wireshark [Wir10] into the TOPAS frame-
work [MWC07, MC08b].

For offline analysis of flow data, we have developed a web server based
system using Java Server Pages (JSP) and Java Servlets. The analyzed data
is queried from one or multiple flow databases created by VERMONT ’s
database writer. These databases can be located at collectors in different
networks as depicted in Figure 2.5. The deployment of distributed flow
databases is advantageous in cases where the export of flow data via the
IPFIX or NetFlow protocol across administrative domains is not possible or
where a single database is not fast enough to save the stream of flow records
received from the exporters.

2.5 Positioning of this Dissertation

This dissertation focuses on the analysis of flow data with the goal to de-
tect traffic anomalies and malicious traffic. As we only require flow-level
measurement data, our work is positioned in the second inner box of Fig-
ure 2.2. Flow data can be easily obtained in most networks since many
routers and switches implement flow-level measurement functions and sup-
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Fig. 2.5: Offline analysis with distributed collectors

port the export of flow records to a collector. Often, flow data is already
collected for accounting purposes, which further facilitates the practical de-
ployment of our approach. VERMONT, TOPAS, and the flow databases
provide the necessary infrastructure to implement the considered anomaly
detection methods.

Instead of analyzing individual flows, the presented methods detect anom-
alies in time series of different traffic metrics which are derived from the col-
lected flow records. The analysis of time series has the advantage that the
amount of data is independent of the traffic volume and composition. Thus,
our approach ensures good scalability and represents a practical solution for
anomaly detection in high-speed networks.

Anomaly detection methods often require training data to learn the
profile of normal traffic. In contrast, the single-metric anomaly detection
methods evaluated in this dissertation do not require any training data
as they make use of moving estimators for the mean and standard de-
viation [MC08a]. Regarding multi-metric anomaly detection, we consider
batch-mode PCA, which requires training data to estimate the mean and
the correlation matrix, and incremental PCA, which uses moving estimators
for this purpose. In all cases, control charts are deployed to detect significant
changes in the measurement time series. These control charts are easy to
implement and do not require a lot of computational or memory resources.

A general limitation of traffic anomaly detection in time-series is that no
information about the causes of the detected anomalies is provided. How-
ever, this information can be gathered by inspecting the original flow records.
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In Chapter 10, we present three algorithms which search the flow data for
typical traffic patterns of common incidents. As a result, the causes of a
large proportion of the detected anomalies can be automatically identified
without any manual invention of the network administrator.
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Part II

FUNDAMENTALS AND RELATED WORK





3. STATISTICAL CHANGE DETECTION

3.1 Introduction

In control engineering, monitoring mechanisms are deployed to observe the
properties or behavior of a system and raise an alarm if an important pa-
rameter has run out of the range of sound operation. The detection of such
events is often associated with the detection of significant changes compared
to the normal behavior of the system. The normal behavior can be defined
by specification or by measurements of the new and correctly calibrated
system. The possible reasons for a change are manifold; examples are fail-
ures, malfunctions, and wearout. Independently of the reason, it is often
important to quickly react to a detected change, for example by reparing or
recalibrating the system, in order to avoid further damage.

In the context of traffic analysis, we are interested in deploying change
detection methods for detecting traffic anomalies. The assumption is that a
traffic anomaly causes a significant change in certain characteristics of the
traffic. However, the utility of the detection results does not only depend
on the change detection method deployed. Even more important is the
choice of the monitored traffic metrics which must be sensitive to events
that are relevant for the operation and administration of the network, such
as a network failure, attack or worm traffic. On the other hand, the metrics
should be rather insensitive to traffic variation and irregularities caused by
legitimate and harmless traffic. Otherwise, we risk to get a large number of
irrelevant and uninteresting alarms.

The particularity of change detection is that it considers a series of ob-
servations and not individual values. Within this series, change detection
searches for a point in time at which a statistical property of the mon-
itored variable changes abruptly. Abrupt means that the change occurs
“instantaneously or at least very fast with respect to the sampling period
of the measurements” [BN93]. Before and after the change, the statistical
properties are assumed to show no or only little variation. Under these
conditions, even a small and persistent change can be detected, yet with a
longer detection delay than in the case of a large change. This is because
more observations need to be collected after the change in order to make a
decision with identical confidence.

From a statistical point of view, change detection relies on a hypothesis
test with the first hypothesis H0 stating that there is no change, and the
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second hypothesis H1 stating the contrary. The design of such a hypoth-
esis test requires a priori knowledge of the probability distribution before
the change. Alternatively, the distribution can be estimated from past ob-
servations which have to be free of anomalies. In this case, the expected
estimation error has to be accounted for, which can have a significant influ-
ence on the critical value used as thresholds for test statistics, especially if
the estimation is based on a small number of observations only.

A statistical significance test decides if H0 must be rejected given a sam-
ple of one or more observations and a level of significance. The significance
level defines the maximum acceptable probability to reject H0 although the
hypothesis is true, which is called a Type I error or false alarm. On the
other hand, if H0 is not rejected although the properties have changed, we
talk about a Type II error. In the case of change detection, an alarm is
a false alarm if the statistical properties of the monitored variable have not
changed significantly. However, the statistical distinction of false and true
alarms may be unrelated to the classification into relevant and irrelevant
alarms from the point of view of the analyst.

Change detection methods can be classified according to the following
criteria:

Online – offline: Online change detection repeats the tests with the arrival
of new observations. The goal is to detect a change with low delay and
long time between false alarms. Offline change detection analyzes a
series of observations of fixed length. The goal is to decide if there is a
change at any point in time. If so, the change time or magnitude may
be estimated.

Bayesian – non-bayesian: Bayesian change detection makes use of a pri-
ori information about the distribution of the change time in order to
improve the detection quality. Non-bayesian change detection does not
consider such information, meaning that the probability of a change
is assumed to be independent of time.

Parametric – non-parametric: In the parametric case, the probability
distribution of the monitored variable is supposed to follow a para-
metric model. Furthermore, the change is assumed to effect the pa-
rameter but not the parametric model itself. On the other hand, non-
parametric change detection does not make any assumptions about
the distribution of the monitored variable before and after the change.
Hence, instead of considering model parameters, non-parametric meth-
ods monitor statistic properties of the observations, such as mean, vari-
ance, correlation etc., which are assumed to be affected by a change.

Known change – unknown change: If the system model and parame-
ters after change are known a priori, the test procedure can be based
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on a maximum likelihood decision which determines the sample prob-
abilities for H0 and H1 and selects the hypothesis which is more likely.
If the magnitude of the change is not known a priori, H0 can only be
rejected with respect to a given ‘level of significance’.

Univariate – multivariate: Univariate change detection makes decisions
regarding a single variable. Multivariate change detection consider
multiple variables and the correlations between them, for example by
using the T 2-statistic (see Chapter 5).

In general, the more a priori knowledge is available, the easier it is to
detect changes with high accuracy. For example, parametric methods have
more power than non-parametric methods, which means that they allow us
to detect more true anomalies at the same false alarm level (i.e., probability
of an alarm in absence of any significant change). However, if the model
assumption is incorrect, parametric methods lose their decisive power and
may lead to wrong decisions.

In the case of traffic anomaly detection, we usually do not know the
specific distribution of the monitored variables, thus parametric change de-
tection methods must be deployed with care knowing that parametrization
tables are usually valid for normally distributed variables only. In general,
non-parametric change detection methods are more appropriate. Moreover,
changes should be detected very quickly (i.e., online) without requiring any
a priori knowledge about their magnitude since such information is usually
not available, either. Also, we restrict ourselves to non-bayesian methods
and do not assume that changes occur more likely at certain points in time
than at others.

In the next sections, we describe different kinds of univariate change
detection methods. Multivariate variants of these methods are discussed
later in conjunction with the principal component analysis in Chapter 5.
Although not fully adequate for our purposes, we start with a quick review
of the most important parametric methods in Section 3.2. With help of
the log-likelihood ratio, the statistical properties of these methods can be
proved independently from any specific distribution family. The theoretical
findings represent the basis for the deployment of control charts in the area
of statistical process control (SPC) [Mon05]. The directions, tables, and rule
of thumbs used to set up control charts usually rely on the assumption that
observations are independent and normally distributed. A certain robustness
against departures from normality is given in control charts of sample means,
which is due to the central limit theorem.

Section 3.3 deals with the non-parametric Shewhart, CUSUM (cumu-
lative sum), and EWMA (exponentially weighted moving average) con-
trol charts which usually show good detection performance under many
kinds of distributions. Furthermore, it sketches how non-parametric tests
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of goodness-of-fit and non-parametric two-sample tests can be applied to a
sliding window of observations. Sections 3.2 and 3.3 contain separate sub-
sections summarizing relevant related work in the area of traffic analysis and
anomaly detection.

Section 3.4 concludes this chapter with some preliminary thoughts about
the appropriateness of the different change detection methods for traffic
anomaly detection.

3.2 Parametric Change Detection Methods

Parametric change detection methods assume that the probability distribu-
tion pΘ(x) of the observations {xt} is known a priori. This is often the case
for engineered systems whose behaviors are well understood and explained
by physical laws. In parametric change detection, the change is considered
as a change of the distribution parameter (vector) Θ. In the following, the
probability before and after the change are pΘ0(x) and pΘ1(x) respectively.
The corresponding parameters Θ0 and Θ1 have to be known or must be
estimated.

In this section, we focus on parametric control charts. A typical control
charts contains a center line (CL) representing the average value of the
monitored variable under normal conditions. Above and below the center
line, the upper and lower control limit (UCL, LCL) define the range of
normal variation or in-control state. The decision rule detects a change (or
out-of-control state) if the observations lie outside this range.

3.2.1 Log-Likelihood Ratio

An essential tool for parametric change detection methods is the logarithm
of the likelihood ratio:

s(x) = log
pΘ1(x)

pΘ0(x)

Obviously, s(x) is positive if the observation x more likely conforms to
the distribution after change pΘ1(x) than to the distribution before change
pΘ0(x), and negative in the opposite case. This can be expressed by the
expectation values:

EΘ0 [s(x)] < 0 and EΘ1 [s(x)] > 0

Hence, we can define a threshold h for s(x) to decide if the null hypothesis
H0 : Θ = Θ0 is accepted or rejected.

For example, if the observations are normally distributed with variance
σ2 and means µ0 and µ1 before and after change, s(x) becomes:

pΘk
(x) =

1

σ
√

2π
e−

(x−µk)2

2σ2 ; k ∈ {0; 1}
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⇒ s(x) =
µ1 − µ0

σ2

(

x − µ1 + µ0

2

)

If µ1 > µ0, s(x) > h is equivalent to the decision rule:

x > µ0 + Lσ with L =
hσ

µ1 − µ0
+

µ1 − µ0

2σ

In this equation, the correspondence to the control chart is obvious: µ0 is
the center line and µ0 + Lσ the upper control limit.

As there is usually high variance in a single observation, it is difficult to
make an accurate decision with only one sample. Therefore, change detec-
tion methods often consider a series of independent observations {xt|a ≤ t ≤
b} the probability of which can be calculated by

∏b
t=a pΘ(xt). With help of

the log-likelihood ratio, we obtain the following statistic which is the basis
of many control charts and change detection methods:

s(xa, . . . , xb) =
b
∑

t=a

s(xt) = log

∏b
t=a pΘ1(xt)

∏b
t=a pΘ0(xt)

s(xa, . . . , xb) is the log-likelihood ratio given the observations {xt|a ≤ t ≤ b}.
It is important to note that s(xa, . . . , xb) assumes independent observations.
If we expect the xt to be serially correlated, the statistic provides incorrect
results.

Continuing the above example of independent and normally distributed
observations, we get:

s(xa, . . . , xb) =
µ1 − µ0

σ2

b
∑

t=a

(

xt −
µ1 + µ0

2

)

≥ h

µ1>µ0⇒ x =
1

N

b
∑

t=a

xt ≥ µ0 +

(

σ2h

N(µ1 − µ0)
+

µ1 − µ0

2

)

= µ0 + L
σ√
N

with N = b − a + 1; L =
σ/

√
N

µ1 − µ0
h +

µ1 − µ0

2σ/
√

N

This means that a hypothesis test based on s(xa, . . . , xb) corresponds to a
control chart of the average value x. The standard deviation of x is σ√

N
. It

decreases with increasing N , allowing control limits which are closer to the
center line than in the case of individual observations.

3.2.2 Parametric Shewhart Control Chart

The Shewhart control chart of the mean x [She31, Mon05] defines upper and
lower control limits for averages of N consecutive observations:

xl =
1

N

lN
∑

t=(l−1)N+1

xt where l = 1, 2, . . .
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Fig. 3.1: Shewhart control chart

The definition of the center line and the control limits follows from the con-
siderations made in Section 3.2.1. If the observations {xt} are independently
and identically distributed with mean µ0 and variance σ2 under normal con-
ditions, the mean and variance of xl are µ0 and σ2/N . Hence, the control
chart defines upper and lower control limits which are typically in the form
LCL = µ0 − Lσ/

√
N and UCL = µ0 + Lσ/

√
N with tuning parameter L.

An alarm is raised if xl passes one of the control limits. Figure 3.1 shows a
Shewhart control chart example.

If the distribution of the observations is not known a priori, µ0 and σ have
to be estimated from past observations which must be free of changes and
anomalies. Alternatively, moving estimators of µ0 and σ can be used which
are continuously updated with every new observation (cf. Section 4.5). In
this case, the control limits are not constant over time, a phenomenon which
is called ‘adaptive threshold’ in some references (e.g., [SP04]) A selection of
moving estimators are presented in Section 4.5.

In Section 3.2.1, we have derived the relationship between log-likelihood
ratio and decision rule of the upper control limit for independent and nor-
mally distributed observations:

s(x(l−1)N+1, . . . , xlN ) ≥ h ⇐⇒ xl ≥ µ0 + L
σ√
N

For a shift of the mean from µ0 to µ1, the threshold h corresponding to L

can be calculated as h = µ1−µ0

σ/
√

N

(

L − µ1−µ0

2σ/
√

N

)

. Although this relationship is

interesting from a theoretical point of view, we usually do not know µ1 in
practice.

If the observations are independent and normally distributed, xl is nor-
mally distributed for any value of N . Hence, we can determine the control
limits for a given false alarm rate (or level of significance) α:

UCL = µ0 + Φ(1 − α/2)σ/
√

N , LCL = µ0 − Φ(1 − α/2)σ/
√

N

Furthermore, we can calculate the in-control and out-of-control average
run length (ARL), which corresponds to the mean time between false
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alarms and the mean detection delay. A special case is N = 1, the so-called
Shewhart control chart of individuals which compares individual ob-
servations against the control limits.

If the observations follow a non-normal distribution with finite expecta-
tion value and finite variance, xl is still approximately normally distributed
for large N because the central limit theorem applies. This property is
exploited by the non-parametric version of the Shewhart control chart dis-
cussed in Section 3.3.1.

For N > 1, there exist additional Shewhart control charts for testing
variability in the observations, such as the σ-control chart and the range
control chart (see [Mon05] for more details). The central limit theorem does
not apply in these cases, thus the control limits can only be calculated in the
parametric case where the probability distribution is known. Again, a well
studied case is the change detection in normally distributed observations.

3.2.3 Parametric CUSUM Control Chart

The parametric CUSUM control chart [Pag54], which is often called CUSUM
algorithm, relies on the fact that St = s(x1, . . . , xt) has a negative drift under
normal conditions and a positive drift after a change. The CUSUM decision
rule compares the increase of St with respect to its minimum to a threshold
h:

gt = St − min
1≤i≤t

Si ≥ h

The same decision can be achieved by testing St against the adaptive thresh-
old (h+min1≤i≤t Si). The decision function gt can be rewritten in a recursive
form which facilitates the online calculation:

gt = max (0, s(xt) + gt−1) = [gt−1 + s(xt)]
+ , g0 = 0

An alarm is raised if gt exceeds the threshold h. To restart the algorithm,
gt is reset to zero.

From the view of hypothesis testing, the CUSUM control chart repeat-
edly performs a sequential probability ratio test (SPRT) where each
decision considers as many consecutive observations as needed to accept one
of the hypotheses H0 : Θ = Θ0 and H1 : Θ = Θ1. The CUSUM control
chart implicitly starts a new run of SPRT if H0 has been accepted, and
stops with an alarm in the case of H1. The threshold h allows trading off
the mean detection delay and the mean time between false alarms.

As an example, we assume that the observations are independent and
normally distributed with variance σ. The mean before change is µ0, the
mean after change µ1. Then, the decision rule becomes:

gt = [gt−1 + s(xt)]
+ =

[

gt−1 +
µ1 − µ0

σ2

(

xt −
µ1 + µ0

2

)]+

≥ h
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Fig. 3.2: CUSUM control chart

The factor µ1−µ0

σ2 can be omitted by adapting the threshold accordingly:

g̃t =

[

g̃t−1 + xt −
µ1 + µ0

2

]+

=

[

g̃t−1 + (xt − µ0) −
µ1 − µ0

2

]+

≥ h̃

If µ1 is not known a priori, µ1−µ0

2 is replaced by reference value (or allowance)

K. Typical values are σ/2 for the reference value and 4σ or 5σ for h̃, resulting
in an in-control ARL (i.e., mean time between false alarms) of 168 and 465
respectively [Mon05].

If the observations are independent and identically distributed and if
the parameters before and after change Θ0 and Θ1 are exactly known, the
CUSUM algorithm is asymptotically optimal, meaning that the mean detec-
tion delay is minimal if the mean time between false alarms goes to infinity
(i.e., for h → ∞) [Lor71]. For correlated observations, we have to replace
pΘ0,1(xt) by the conditional density pΘ0,1(xt|xt−1, xt−2, ..., x1) when calcu-
lating St = s(x1, . . . , xt) to maintain the optimality (see [BN93, chap. 8.2]).
Otherwise, the probability of false alarms will be increased. It is important
to note that CUSUM’s optimality is asymptotic and valid only if the neces-
sary conditions are fulfilled. The algorithm is not robust in a sense that it
still provides optimal results if the distributions before and after change are
not known exactly.

A common property of the Shewhart control charts of individuals and
the CUSUM control chart is that both require knowledge of the distribution
of observations in order to define precise control limits. Furthermore, inde-
pendence of observations is assumed (unless the dependencies are exactly
known and accounted for). CUSUM is able to detect smaller shifts than the
Shewhart control chart because they accumulate over time. However, the
shift has to persist for a certain time in order to be detected. Analogously
to the upper and lower control limits of the Shewhart control chart, two
CUSUM decision functions g+

t and g−t are needed to detect both, positive
and negative shifts of the mean. If the threshold is the same for both func-
tions, the decision rule becomes max(g+

t , g−t ) ≥ h, which can be illustrated
in a single control chart as shown in Figure 3.2.
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3.2.4 Further Parametric Algorithms

Without going into details, we mention two additional parametric change
detection algorithms used frequently: the generalized likelihood ratio (GLR)
algorithm and the Girshick-Rubin-Shiryaev (GRSh) algorithm.

The GLR change detection algorithm [Lor71] calculates the sum of log-
likelihood ratios s(xa, . . . , xb) using a maximum likelihood estimate of the
parameter after change Θ1. Hence, the GLR algorithm is asymptotically
optimal and can be used if Θ1 is not known a priori, provided that a min-
imum magnitude of the changes of interest is given (i.e., a lower limit for
|Θ1 − Θ0|).

In contrast to the previously presented algorithms, the parametric GRSh

algorithm [GR52, Shi63] relies on the non-logarithmic likelihood ratio
pΘ1

(x)

pΘ0
(x) .

The GRSh has very similar optimality properties as the CUSUM algorithm.

3.2.5 Existing Parametric Traffic Anomaly Detection
Approaches

Hellerstein et al. apply the GLR algorithm to detect anomalies in the num-
ber of webserver requests per five minute interval [HZS98]. Therefore, reg-
ular variations are removed from the observations using time-series models
to obtain a series of uncorrelated residuals as input to the GLR algorithm.
The log-likelihood ratio is determined under the assumption of normally
distributed residuals. More details on the deployed time-series modeling are
given in Section 4.6.

Thottan and Ji deploy the GLR algorithm for fault detection using dif-
ferent packet and byte counters in the MIB of a router [TJ98]. The counter
values are queried every 15 seconds to obtain traffic measurement time se-
ries. Serial correlation in windows of 10 measurement values is removed
using the AR(1) time-series model. The log-likelihood ratio is calculated for
the hypothesis that the residuals of two adjacent windows follow the same
multivariate normal distribution. The evaluation of the approach suggests
that the proportion of alarms which can be associated with actual network
faults is rather small, although additional tests and filters are applied to
reduce the number of irrelevant alarms. Section 4.6 provides further infor-
mation about the AR(1) residual generation applied.

Hajji applies the GLR algorithm in order to detect network faults by
monitoring traffic measurement variables, such as packet counts [Haj05].
The distribution of the measurement variables is assumed to follow a finite
Gaussian mixture model (GMM). The probability distribution of GMM con-
sists of a weighted superposition of multiple normal subpopulations, which
allows approximating many kinds of distribution functions. Hajji proposes
an online method for continuously generating new GMM parameter esti-
mates with every new observation. As input to the GLR algorithm, the
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change (or delta) of the estimates is standardized in order to obtain a base-
line variable which exhibits a stationary, zero-mean behavior during normal
operation. Due to the limited evaluation of the approach, it is difficult to
assess the performance compared to alternative change detection methods.

3.3 Non-Parametric Change Detection Methods

For many of the parametric change detection methods, there exist non-
parametric variants that do not assume any specific probability distribution
of the observations. Mostly, their properties can only be determined asymp-
totically, for example for large numbers of observations or for thresholds
yielding an infinitesimal false alarm probability. In this section, we present
the non-parametric Shewhart control chart, the non-parametric CUSUM
control chart, and the EWMA control chart. Finally, we show how com-
mon hypothesis tests, particularly two-sample tests, can be used for change
detection as well.

3.3.1 Non-Parametric Shewhart Control Chart

As mentioned in Section 3.2.2, the non-parametric Shewhart control chart
relies on the central limit theorem which says that the average of a suf-
ficiently large number of independent and identically distributed random
variables with finite expectation value and finite variance is approximately
normally distributed. So, even if the distribution of the observations is not
normal, xl is still approximately normally distributed. Given the mean µ0

and variance σ2 of the observations under normal conditions, the upper and
lower control limits for xl are the same as in the parametric Shewhart control
chart:

UCL = µ0 + Φ(1 − α/2)σ/
√

N , LCL = µ0 − Φ(1 − α/2)σ/
√

N

Of course, these control limits do not hold for small N or if the observations
are serially correlated.

3.3.2 Non-Parametric CUSUM Control Chart

The log-likelihood ratio s(x) cannot be calculated in the non-parametric
case since pΘ(x) is unknown. Therefore, s(x) is replaced by a statistic u(x)
with comparable properties: its expectation value of u(x) must be negative
under H0 and positive under H1. This variant is often called non-parametric
CUSUM algorithm. The decision rule becomes:

gt = St − min
1≤i≤t

Si = [gt−1 + u(xt)]
+ ≥ h with St =

t
∑

i=1

u(xi)
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Again, the threshold h must be adjusted to achieve a satisfactory compro-
mise between low mean detection delay and large mean time between false
alarms.

Brodsky and Darkhovsky [BD93] show that the non-parametric CUSUM
algorithm is asymptotically optimal if the distribution of u(x) belongs to a
family of exponential distributions and if E0 [u(x)] = −E1 [u(x)]. Under
these conditions, the detection delay reaches the theoretic minimum if the
mean time between false alarms goes to infinity (which implies h → ∞).
However, as precise knowledge about the distribution of u(x) before and
after change is needed to draw on this optimality, the parametric CUSUM
algorithm could be used just as well. For E0 [u(x)] 6= −E1 [u(x)] or a dis-
tribution which does not belong to the exponential family, the CUSUM
algorithm is not optimal any more. In [BD93], Brodsky and Darkhovsky
also prove the asymptotic equivalence of the non-parametric variants of the
CUSUM and GRSh algorithms.

In Section 3.2.3, we derived the parametric CUSUM control chart for
detecting positive shifts in the mean of normally distributed observations.
The same decision rule is commonly deployed in non-parametric CUSUM
control charts, which corresponds to the following statistic:

u(x) = x − (µ0 + K)

However, in contrast to the normal case, it is impossible to determine the
false alarm probability or the mean detection delay. This means that the
properties of the change detection method cannot be derived stochastically.
Furthermore, optimality cannot be assumed unless it has been verified that
u(x) conforms to one of the above mentioned exponential distributions. Nev-
ertheless, this non-parametric CUSUM control chart can still be deployed
as a heuristic change detection method with appropriate parameters found
by experimentation. Examples concerning the detection of traffic anomalies
are given below in Section 3.3.5.

3.3.3 EWMA Control Chart

The EWMA control chart [Rob59, RH78] relies on the exponential smooth-
ing of observations. Given the smoothing constant λ (0 < λ < 1),

x̃t = λxt + (1 − λ)x̃t−1 = λ
t−1
∑

i=0

(1 − λ)ixt−i + (1 − λ)tx̃0

is a weighted average of all observations up to time t. The weights decrease
geometrically with the age of the observation. The starting value is the
expected mean before change: x̃0 = µ0. x̃t can also be regarded as a moving
estimator µ̂t of the observations’ mean.
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Fig. 3.3: EWMA control chart

If the observations are independent and identically distributed with vari-
ance σ2, the variance of x̃t is:

V ar [x̃t] =
λ

2 − λ

[

1 − (1 − λ)2t
]

σ2 t→∞−→ λ

2 − λ
σ2

Thus, assumed that the observations have mean µ0 before change, we can ap-
ply the control limits µ0±L

√

V ar [x̃t] to x̃t. This is illustrated in Figure 3.3.
If σ is not known a priori, it has to be estimated from training data or with
a moving estimator as described in Section 4.5. In Section 4.3.2, we present
exponential smoothing as a robust one-step-ahead forecasting method for
stationary random processes (i.e., x̂t+1 = x̃t). Hence, the control limits can
be interpreted as the maximum allowed deviation of the forecast value from
µ0.

λ and L are design parameters of the control chart. For independent and
normally distributed observations, tables and graphs exists which provide
the ARL for combinations of λ and L in dependence of the magnitude of the
shift in the mean. Popular choices are 2.6 ≤ L ≤ 3 and 0.05 < λ < 0.25 (in-
control ARL ≈ 500), where smaller λ allow detecting smaller shifts [Mon05].

The EWMA control chart has some interesting properties [Mon05]. It
can be tuned to achieve approximately equivalent results as the CUSUM
control chart. Secondly, it is quite robust against non-normal distributions
of observations, especially for small values of λ (e.g., λ = 0.05). Finally,
after adjusting the control limits, the EWMA control chart still performs
well in the presence of low to moderate levels of serial correlation in xt.

With alternative statistics, similar control charts can be constructed to
measure the variability [Mon05]. For example, we can use the EWMS (expo-
nentially weighted mean square error) s2

t = λ(xt −µ0)
2 + (1−λ)s2

t−1, which
is a moving estimator of the variance (E[s2

t ] = σ2 for large t). EWMS is
sensitive to both shifts in the mean and shifts in the standard deviation. If
we are only interested in changes of the variability, we can replace µ0 by the
EWMA estimate, resulting in the exponentially weighted moving variance
(EWMV).
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3.3.4 Tests of Goodness-of-Fit and Homogeneity

Control charts are not the only way to detect changes in a series of obser-
vations. Usual tests of goodness-of-fit and two-sample tests of homogeneity
can be used as well. Tests of goodness-of-fit evaluate if a sample conforms
to a given probability distribution while tests of homogeneity check if two
samples are likely to follow the same distribution.

In order to apply such tests to a series of observations, the observations
have to be grouped into samples. Therefore, we define a sliding window
of n1 recent observations xt−n1+1, . . . , xt which represents the current traffic
behavior. This sample is then compared to a given distribution (goodness-of-
fit) or another sample of observations (homogeneity) which both are assumed
to represent normal traffic behavior. In the two-sample case, we can use a
second sliding window of n2 past observations xt−n1−n2+1, . . . , xt−n1 .

The chi-square tests are a family of categorical tests for non-parametric
problems. Categorical means that a rather small number of categories exists
and that each observation is allocated to exactly one of them. All chi-
square tests rely on the calculation of the chi-square statistic Q which is
approximately chi-square distributed if the observations in the sample(s)
are independent and numerous enough. Designed as a test of goodness-of-
fit, the chi-square statistic is calculated as follows:

Q =

m
∑

i=1

(Ni − Ei)
2

Ei

m is the number of categories, Ni the counted numbers of observations in
category i, and Ei the expected number of observations in category i. In a
two-sample test of homogeneity, the chi-square statistic becomes:

Q =
2
∑

j=1

m
∑

i=1

(Nj,i − Ej,i)
2

Ej,i
with Ej,i =

N1,i + N2,i

n1 + n2
nj , j ∈ {1, 2}

Here, N1,i and N2,i are the numbers of observations in category i in the two
samples. Ej,i is the expected number of observations in sample j belonging
to category i assuming homogeneity of the observations in both samples.
In the case of independent and identically distributed observations, Q is
approximately chi-square distributed with (m−1) degrees of freedom if Ej,i

exceeds 5 for all categories and samples [DS01].
The Kolmogorov-Smirnov test is based on a statistic measuring the maxi-

mum distance between two cumulative distribution functions (CDF). Again,
there exist test variants for goodness-of-fit and homogeneity. In the first
case, the empirical CDF of the sample is compared to the CDF of a given
distribution. In the second case, the maximum distance between the em-
pirical CDFs of the two samples is determined. With increasing sample
sizes, the maximum distance between the CDFs is expected to go to zero.
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Moreover, the probability distribution of the distance can be approximated,
which allows determining critical values for the Kolmogorov-Smirnov test.

The Wilcoxon-Mann-Whitney ranks test only works as a two-sample
test of homogeneity. It sorts all observations to determine their ranks. If
identical values occur in the observations (so-called ties), mean ranks are
allocated to the concerned observations. If the two samples result from the
same distribution, the rank distribution resembles randomly drawn values
from {1, 2, ..., (n1 + n2)}. Under this condition, the sum of ranks of the
observations Sj of sample j (j ∈ {1, 2}) has the following expectation value
and variance:

E[Sj ] =
ni(nj + n2 + 1)

2
, V ar[Sj ] =

n1n2(n1 + n2 + 1)

12

When the sample sizes n1 and n2 are large enough (≥ 8), the distribu-
tions of S1 and S2 are approximately normal; if n1 + n2 > 60, the normal
approximation is excellent [MW47, DS01]. The Wilcoxon-Mann-Whitney
ranks test rejects the hypothesis of homogeneity if the difference between
the calculated rank sum and its expectation value is significant. Considering
ranks instead of absolute values, the Wilcoxon-Mann-Whitney test is robust
against a small number of outliers in the observations. The discriminating
power of the test is large if the samples result from distributions with dif-
ferent means or skewness. On the other hand, the test has low power if the
distributions differ in the variance only.

A critical parameter of all tests presented above is the size of the sam-
ple(s). Increasing the sample size of recent observations n1 allows detecting
smaller changes if they persist for a long time, but it also increases the de-
tection delay. For two-sample tests of homogeneity, we also need to specify
the size of the second sample n2 which is to be representative for the in-
control state. Critical to all these tests is again the necessary condition of
independent and identically distributed observations before a change.

3.3.5 Existing Non-Parametric Traffic Anomaly Detection
Approaches

The optimality of the CUSUM control chart [BD93] is frequently brought
up to justify its usage for traffic anomaly detection. For example, Wang et
al. present two approaches to detect TCP SYN flooding attacks. The con-
sidered metrics are #SY N−#FIN

#FIN
[WZS02a] and #SY N−#SY NACK

#SY NACK
[WZS02b]

respectively, where #SY N , #FIN , and #SY NACK are the numbers of
SYN, FIN, and SYN/ACK packets measured in a fixed observation interval,
and #FIN and #SY NACK are corresponding moving average values. In
the absence of an attack, most SYN packets are followed by a SYN/ACK
and a FIN packet, thus the difference between the two counts is small. When
comparing SYN and SYN/ACK packets, the counts can be restricted to op-
posite traffic flows, since the SYN packet and SYN/ACK packet of a TCP
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handshake are always sent in opposite directions. During a SYN attack, the
number of SYN packets significantly exceeds the numbers of FIN packets
and SYN/ACK packets, leading to increased metric values. Wang et al.
have shown that the approach works fine in different network environments.
However, the work lacks evidence suggesting that the condition of indepen-
dent observations is fulfilled. Since the symmetry between SYN and FIN (or
SYN/ACK) packets during normal operation relies on TCP protocol mech-
anisms, we assume that a visual inspection of the autocorrelation function
would show that there is no significant serial correlation in the metric values.

Peng et al. [PLR03] apply the CUSUM algorithm to the number of RST
packets returned in response to SYN/ACK packets. This metric yields high
values if a reflector attack is going on, caused by SYN packets whose source
addresses have been spoofed to the address of the victim. In [PLR04],
the same authors count the number of new source IP addresses to detect
distributed denial-of-service attacks. Siris and Papagalou [SP04] monitor
#SY N−#SY N , where #SY N and #SY N are the number of SYN packets
and the moving average thereof. Although not mentioned in the paper, this
corresponds to the prediction error of exponential smoothing (see Sections
4.3.2 and 4.6). They apply the CUSUM algorithm to the monitored metric
for detecting SYN flooding attacks. Similarly, Rebahi and Sisalem [RS07]
use the number of SIP (Session Initiation Protocol) INVITE messages to
detect denial-of-service attacks against SIP servers.

In order to be asymptotically optimal, the CUSUM algorithm must be
applied to a time-series of independent observations belonging to a specific
family of probability distributions. However, none of the publications shows
that these conditions are fulfilled, hence it is unsure if the CUSUM algorithm
actually is the most appropriate change detection method for the problems
considered.

The research group of Tartakovsky has proposed several approaches to
apply the CUSUM control chart to multivariate data, such as packet counts
of different packet categories. In [BKRT01] and [TRBK06b], they calculate
a chi-square statistic as input for CUSUM in order to detect denial-of-service
attacks. For the same purpose, the multichart CUSUM algorithm proposed
in [KRT04] and [TRBK06a] performs separate tests on each variable of the
multivariate data. Salem et al. apply the multichart CUSUM algorithm
to the entries of a count-min sketch to detect SYN flooding attacks and
scans [SVG07]. Common to these multivariate methods is the assumption
that the variables in the multivariate data are mutually independent, which
is usually not fulfilled in the case of traffic measurement data. Tartakovsky
at al. also downplay the prerequisite of uncorrelated observations arguing
that the false alarm rate decays exponentially fast for increasing thresh-
olds [TRBK06a] under conditions that are to be usually satisfied. Yet, they
do not verify if these conditions are fulfilled by the data used in their eval-
uation.
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Ye et al. use EWMA control charts to detect anomalies in computer
audit data [YVC03]. The upper and lower control limits are time-invariant
and relative to the standard deviation determined out of past observations.
The EWMA results are compared to those obtained with a Shewhart control
chart of individuals applied to the prediction errors of exponential smooth-
ing1, a forecasting method which we present in Section 4.3.2. In this case,
the control limits are variable and depend on the EWMS estimate of the
standard deviation (see Section 4.5). The comparison of the two methods
is not very thorough and relies on a single set of testing data for which dif-
ferent parameter settings are tried out. We further discuss the forecasting
aspects of this work in Section 4.6. Paul [Pau06] adopts the Shewhart-based
approach for detecting denial-of-service attacks against web servers.

The chi-square test of goodness-of-fit has been adopted by Iguchi and
Goto [IG99] and by Feinstein et al. [FSBK03] for detecting changes in port
activity and packet header field distributions, respectively. Two frequency
distributions are compared: a long-term traffic profile and a short-term traf-
fic profile. In contrast to the sliding window approach presented in Sec-
tion 3.3.4, the frequencies are not calculated from a fixed set of observa-
tions but based on exponential smoothing. With each new observation, the
short-term frequency distribution Ni (i = 1, . . . , m) is updated, applying
an exponential decay to all frequencies and increasing the frequency of the
new observation’s category by one. The long-term profile is calculated sim-
ilarly but with a much slower decay of old values. The authors of both
papers renounce tests against exact critical values because independence of
observations and frequency values greater than five cannot be guaranteed.

Krügel et al. [KTK02] calculate the chi-square statistic using the fre-
quency of different characters in packet payloads. Again, the statistic is not
compared against any critical values; instead, it is merged into an anomaly
score composed of different parts.

Cabrera et al. apply the Kolmogorov-Smirnov test to connection at-
tributes such as the duration and the number of bytes sent in opposite
directions [CRM00]. Yet, their analysis goal is not the detection of changes,
but to evaluate the discriminating power of the attributes regarding the
classification into normal and attack connections.

3.4 Concluding Remarks on Change Detection Methods

An important prerequisite which is common to all the discussed change
detection methods is the independence of observations. Furthermore, obser-
vations before and after a change are assumed to be identically distributed.
Data exhibiting any kind of non-stationarity and serial correlation in the in-

1 The authors misleadingly call this approach “EWMA control chart for autocorrelated
data” although it actually is a Shewhart control chart.
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control state do not fulfill these conditions (cf. Section 4.2). If the change
detection methods are deployed under such circumstances anyway, the as-
sertions regarding the probability of false alarms do not hold any more.

Internet traffic is affected by seasonal variation and serial correlation.
Hence, in order to apply the change detection methods in a reasonable man-
ner, appropriate preprocessing of the measurement data is necessary. Fur-
thermore, suspicious traffic often lasts for a short period of time only, which
contradicts the assumption of persistence of the out-of-control state. As a
consequence, short occurrences of suspicious traffic risk not to be detected
by some of the change detection methods, such as the EWMA control chart.

Non-stationarity which goes back to systematic temporal changes, such
as trends and seasonal variation, can be modeled and eliminated using meth-
ods from time-series analysis. This approach is explained in the next chapter.
If multiple variables are correlated, the application of principal component
analysis, which is presented in Chapter 5, can help to separate common tem-
poral changes from the remaining variability in the data. Although neither
time-series analysis nor principal component analysis may entirely describe
normal traffic behavior, both of these methods allow us to transform the
original traffic measurement variables into new variables with much more
favorable statistical properties.

The detectability depends on how well the detection method is adapted
to a specific change. The monitored statistical property needs to show signif-
icantly different values before and after the change. As an example, changes
in the variance are difficult to detect if we monitor the sample mean. Simi-
larly, the power of the tests of goodness-of-fit and of homogeneity does not
only depend on the magnitude but also on the characteristic of the change.

The most frequently quoted advantage of the non-parametric CUSUM
and GRSh algorithms is their asymptotic optimality resulting in minimal
mean detection delays at false alarm rates going to zero. However, it is often
neglected that this optimality has only been proofed for specific distribution
families and under the assumption that the magnitude of the change is
known. The optimality property is lost if any of these conditions is not
fulfilled.

If the Shewhart control chart considers a subgroup of observations in its
decisions, for example by monitoring the mean of N consecutive values, this
usually results in longer detection delays compared to CUSUM, GRSh, or
EWMA control charts. The same applies to tests of goodness-of-fit and ho-
mogeneity since they also make their decisions based on samples of multiple
observations. Therefore, these methods are less appropriate for fast change
detection.

The complexity and the memory requirements of the different change
detection methods differs widely. The Shewhart control chart is very simple
as it does not keep any state between subsequent decisions. CUSUM and
EWMA control charts keep state information in a single variable (gt−1 and
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x̃t−1, respectively). The tests of goodness-of-fit and homogeneity operate
on the observations in the samples, which requires larger amounts of mem-
ory. Also, the test operations are more complex than in the case of control
charts. For example, the observations need to be sorted for every run of the
Kolmogorov-Smirnov test and the Wilcoxon-Mann-Whitney ranks test.



4. MODELING TEMPORAL BEHAVIOR

4.1 Introduction

As discussed in Chapter 3, most change detection methods require indepen-
dent and identically distributed observations. Hence, we need means which
allow us to estimate if a series of measurements can be assumed to be inde-
pendent or not. Formally proofing independence with only a limited number
of observations is difficult, but we can check if the statistical properties of
the measurement data deviate from those of a pure random process. How
this can be achieved is described in Section 4.2.

There can be various reasons why measurement data exposes significant
deviation from the expected output of a random process. The data may
exhibit non-stationarites, which means that the statistical properties mea-
sured at different instances in time vary. The conclusion would be that there
exist systematic components which lead to observations that are not iden-
tically distributed. Apart from non-stationarities, measurement data may
show significant serial correlation, indicating dependencies between subse-
quent values. In order to transform the data into a series of independent and
identically distributed observations, models have to be found which explain
the systematic components as well as the serial correlation.

In the case of mechanical or electronic systems, such models can be de-
rived from physical laws in conjunction with the internal design of the system
and given input parameters. The dynamics of network traffic, however, is
influenced by so many factors (e.g., user behavior, protocol mechanisms,
queuing and scheduling polices at the inner network nodes, routing deci-
sion) that it is very hard to understand and model all relationships and
dependencies. In addition, it is not feasible to continuously monitor all
the parameters that would be required to estimate and remove their influ-
ences on the measurement data. Yet, what we can try is to discover certain
temporal regularities in the measurements and describe them by time-series
models. As a result, certain variations in the data can be modeled without
requiring a deeper understanding of the root causes. In Section 4.3, we give
an introduction to time-series analysis and models.

System theory deploys state-space models which explain the dynamic be-
havior of a system by its internal state vector and an external input vector.
It is assumed that the state vector cannot be monitored and modified di-
rectly. Hence, keeping the system under control is only possible by imposing
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appropriate input parameters. Traffic analysis deals with the interpretation
and evaluation of measurement data and originally does not aim at actively
controlling the behavior of the network. Nevertheless, it is interesting to
briefly reflect this alternative modeling approach and to show its relation-
ship to time-series models. As described in Section 4.4, most time-series
models can be transformed into linear state-space models and vice versa.
Of practical interest for traffic analysis are Kalman filters which have been
used to infer traffic characteristics that cannot be measured directly. One
such example will be referred to in Section 4.6, together with the presenta-
tion of further existing work deploying temporal models for detecting traffic
anomalies.

Section 4.7 concludes this chapter by discussing the applicability and
usability of time-series analysis for traffic anomaly detection.

4.2 Pure Random Process

The output of a pure random process is a series of independent and iden-
tically distributed random variables. This is commonly known as ‘white
noise’. It implies that the process is stationary and that there is no serial
correlation in the output. The terms stationarity and serial correlation
are explained in the following.

A process Xt is called (strictly) stationary if the joint distribution of
Xt1 , ..., Xtk is the same as the joint distribution of Xt1+τ , ..., Xtk+τ for all
t1, ..., tk, τ (k = 1, 2, . . .). Hence a shift in time has no effect on the distri-
bution. One consequence is that all Xt are identically distributed (case
k = 1). A stationary process does not exhibit any systematic change
in mean or variance, nor any strictly periodic variation. A weaker def-
inition of stationarity, called second-order stationarity, refers only to the
first and second-order properties and requires E[Xt1 ] = E[Xt2 ] as well as
Cov[Xt1 , Xt1+τ ] = Cov[Xt2 , Xt2+τ ] for all t1, t2, τ . In the case of the normal
distribution, second-order stationarity implies strict stationarity [Cha03,
chap. 3.2.1].

The autocorrelation function is defined as:

Corr[Xt1 , Xt2 ] =
E [(Xt1 − µt1)(Xt2 − µt2)]

σt1σt2

where µti and σti are the mean and standard deviation of Xti (i = 1, 2).
If the process is stationary, we have µt1 = µt2 = µ and σt1 = σt2 = σ. In
addition, we know that correlation between Xt and Xt+τ is the same for all
t and only depends on lag τ . As a consequence, the autocorrelation becomes
a function of τ :

Corr[Xt, Xt+τ ] =
E [(Xt − µ)(Xt+τ − µ)]

σ2
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In the case of a pure random process, Xt and Xt+τ are independent for τ 6= 0.
Then, because of E [(Xt − µ)(Xt+τ − µ)] = E[Xt − µ]E[Xt+τ − µ] = 0, Xt

and Xt+τ are uncorrelated as well. Thus, the autocorrelation of a pure
random process is:

Corr[Xt, Xt+τ ] =

{

1 τ = 0
0 τ 6= 0

In summary, it can be said that the identical distribution of output
variables Xt is a necessary condition for stationarity. On the other hand,
independence between output variables implies the absence of serial cor-
relation. A random process needs to fulfill the conditions of stationarity
and to produce uncorrelated output in order to result in independent and
identically distributed observations.

Stationarity as well as the absence of serial correlation can be checked
with help of visual chart inspection. Non-stationarities, such as changes in
the mean or variance, become obvious when displaying measurement values
over time. Furthermore, systematic changes as well as serial correlation have
an impact on the sample autocorrelation, which is calculated as follows
in the time-discrete case:

rτ =

∑n−τ
t=1 (xt − x̄t)(xt+τ − x̄t)
∑n

t=1 (xt − x̄t)2

where xt is the series of observations and n the number of observations. The
sample autocorrelation is a biased estimator of the autocorrelation function
in the case of stationarity. If rτ is not decreasing with increasing τ , or if
it shows periodic oscillation, the observations do not resemble the output
of a stationary random process. In the case of a pure random process, the
expectation value and variance of the sample autocorrelation for all τ 6= 0
are E[rτ ] ∼= −1/N and V ar[rτ ] ∼= 1/N . Values of rτ lying outside the
interval [−1/N − 2/

√
N ;−1/N + 2/

√
N ] are significant at confidence level

95% [Cha03, chap. 4.1]. Hence, if a non-negligible number of rτ ’s lie outside
this range, the process is not purely random.

4.3 Time-Series Analysis

Time-series analysis looks for statistically significant evidence for trends,
seasonal variations, autoregression (AR), or moving average (MA) effects in
the measurement data. Therefore, it associates every single measurement to
a certain point in time, resulting in a time series. After successfully identify-
ing an appropriate time-series model and estimating the most likely model
parameters, the remaining variation in the measurement data - called resid-
ual - resembles the output of a pure random process. Under the assumption
that the same model which was able to explain the variation in past mea-
surements remains valid for future measurements, time-series models can be
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used for forecasting upcoming time-series values. In addition, it is possible
to estimate the distribution of the prediction error, which is the difference
between a measurement and its predicted value. Hence, given the predic-
tion error and a significance level, we can assess if a new measurement fits
to the model or not. Just like the residuals, the expected one-step-ahead
prediction errors are independent and identically distributed as long as the
time-series model is valid. This is why we can use the the prediction er-
rors as input to the change detection mechanisms presented in Chapter 3 to
detect significant changes in the traffic behavior.

This introduction to time-series analysis is restricted to the modeling of
temporal relationships in time-discrete measurement data. In the following
subsection, we present how such temporal relationships can be modeled by
setting up a time-series model. Thereafter, Section 4.3.2 focuses on fore-
casting future values given a specific model.

4.3.1 Time-Series Models

Time-series models approximate the temporal relationships in the measure-
ment data by a combination of systematic changes (trends, seasonal effects),
autocorrelation, and innovations caused by a (pure) random process Vt. In
order to verify the validity of a time-series model, the residuals are de-
termined, which include the part of variation that is not explained by any
other component than the innovation. The residuals are given by (xt − x̂t),
where xt is the series of measurements and x̂t is the series obtained by the
model when the innovation Vt is set to zero. As can be seen, the residuals
form another time series. If the model is valid, the residuals resemble the
output of the assumed random innovation process.

The model building process consists of multiple steps:

1. Model and remove systematic changes.

2. Model the remaining serial correlation with an appropriate model of
a stationary process.

3. Verify the entire model by checking the residuals.

In order to find a good model, the process is iteratively repeated with vary-
ing parameters until the model with the best results is selected at the end.
Following the principal of parsimony, models with fewer parameters are pre-
ferred if the representation of the data is equally adequate.

Modeling and removing systematic changes from the time series is
the first step which needs to be performed if the time series shows non-
stationary behavior. Non-stationary behavior is reflected by changes in the
mean or variance, as well as strictly periodic variations. As an example, a
linear trend is modeled as:

Xt = a + bt + Vt
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Additive seasonal variation with period s can be modeled as:

Xt = X̄ + St + Vt , St = St+s

A universal method for removing trends as well as seasonal variation is
differencing:

∇sXt = Xt − Xt−s , s > 0

In order to remove a non-linear trend from the time series, higher-order
differencing is necessary:

∇nXt = ∇n−1Xt −∇n−1Xt , n > 1 where ∇1Xt = ∇Xt = Xt − Xt−1

After removing all systematic changes, the remaining variation can be de-
scribed as the output of a stationary process as defined in Section 4.2.

In the second step of the model building process, the remaining serial
correlation is modeled using a moving average (MA), autoregression (AR),
or mixed ARMA process. An important tool to select the right model is the
sample autocorrelation. Values of rτ not coming down to zero reasonably
quickly are indicators of non-stationary, which means that further differenc-
ing should be applied. If the sample autocorrelation cuts at a certain lag
q (i.e., if rτ is significant only for lags |τ | ≤ q) the time series resembles
the output of an MA process of order q which is modeled by the following
equation:

Xt =

q
∑

i=0

biVt−i

bi are constants, and Vt is a pure random process with zero mean.

If the sample autocorrelation shows an exponential decrease or resembles
an exponentially damped sinusoidal wave, an AR process of order p seems
to be appropriate:

Xt =

p
∑

i=1

aiXt−i + Vt

ai are constants. To be second-order stationary, all roots of zp − a1z
p−1 −

... − ap = 0 must be located in the unit circle, i.e. |zi| < 1. Note that there
is a duality between AR and MA processes which allows expressing an AR
process by an MA process of infinite order and vice versa.

AR and MA process can be combined into a mixed ARMA process of
order (p,q):

Xt =

p
∑

i=1

aiXt−i +

q
∑

i=0

biVt−1

The autocorrelation function of an ARMA process attenuates without show-
ing a clear cut-off. Again, an ARMA process can be expressed as a pure AR
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or MA process. However, modeling a time series with an ARMA process
often require fewer parameters.

For the sake of completeness, we denote that an ARMA(p,q) process
applied to a differentiated time series ∇dXt is called ARIMA process of
order (p,d,q). Obviously, an ARIMA process is not stationary in the mean
for d > 0.

Estimating the process parameters with help of past observations is
called ‘fitting’. A necessary prerequisite for estimating the properties of
a stationary process from a single time series is ergodicity, which means
that the properties of Xt can be estimated using data collected at other
points in time. We will not provide any further details about how to esti-
mate the parameters of specific models and refer to the literature instead
(e.g., Chatfield’s textbook on time-series analysis [Cha03]).

The verification of the modeling result consists of checking if the resid-
uals xt − x̂t are uncorrelated. This can be done by looking for significant
sample autocorrelation values rτ as described in Section 4.2. Alternatively,
statistical tests like the t-test and the Durbin-Watson test for AR(1) corre-
lation can be applied (see [Woo03, chap. 12.2] for further details).

4.3.2 Forecasting

As already mentioned, time-series models can be used to forecast future
time-series values or to determine confidence intervals of these. Forecasting
is based on the assumption that the modeled temporal behavior persists
in the future, and that the forecasting uncertainty is solely caused by the
innovation process specified in the model. For change detection, we consider
the prediction error ǫt which is the difference between the observation xt

and the corresponding forecast value x̂t calculated with knowledge about
preceding values {xi|i < t}. An alert is raised if the prediction error is to
high to be explained by the randomness in the model.

With the so-called Box-Jenkins forecasting procedure, future time-series
values as well as the expected prediction errors can be foreseen with help
of ARIMA models. Given an ARIMA model and the values of past ob-
servations and innovations, the minimum mean square one-step-ahead fore-
cast value x̂t can be directly computed with the model equation by setting
the new, unknown innovation Vt to zero. Past innovations are usually un-
known, which means that they need to be substituted by the measured
prediction errors {ǫi|i < t}. Because of the difficulties to find the most
appropriate ARIMA model, Chatfield discourages from Box-Jenkins fore-
casting unless the temporal relationship in the measurement data is mainly
characterized by short-term correlation [Cha03]. For MA models and series
showing trends or seasonal variations, he recommends the usage of simple
exponential smoothing, Holt and Holt-Winters forecasting procedures.

Exponential smoothing allows predicting future values by a weighted
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sum of past observations (0 < α < 1):

t = 1 : x̂1 = x0

t > 1 : x̂t = (1 − α)t−1x0 + α

t−1
∑

i=1

(1 − α)t−1−ixi = (1 − α)x̂t−1 + αxt−1

This is the same exponentially weighted moving average as used in the
EWMA control chart (see Section 3.3.3). The distribution of the weights
is geometric and gives more weight to recent observations. Forecasting ac-
cording to the above equation is optimal for an infinite-order MA (mov-
ing average) process Xt = Vt + α

∑

i<t Vi + µ, which is equivalent to an
ARIMA(0,1,1) process (see [Cha03, chap. 5.2.2]). Yet, exponential smooth-
ing is very robust and also provides good forecasts for other non-seasonal
time-series [GJ06]. The optimal value for the smoothing parameter α can
be approximated by trying different values and choosing the one with the
smallest square sum of the prediction errors.

The Holt forecasting procedure combines an exponential smoothing
baseline component Lt with a trend component Tt:

x̂t = Lt−1 + Tt−1

Lt and Tt are recursively updated according to the following equations:

Lt = αxt + (1 − α)(Lt−1 + Tt−1)

Tt = β(Lt − Lt−1) + (1 − β)Tt−1

α and β are smoothing parameters which have to be set to appropriate val-
ues in the range (0, 1). The Holt-Winters forecasting procedure adds an
additive or multiplicative seasonal component It and a third updating func-
tion with smoothing parameter γ. The equations of additive Holt-Winters
are as follows:

x̂t = Lt−1 + Tt−1 + It−1

Lt = α(xt − It−s) + (1 − α)(Lt−1 + Tt−1)

Tt = β(Lt − Lt−1) + (1 − β)Tt−1

It = γ(xt − Lt) + (1 − γ)It−s

The multiplicative Holt-Winters results in:

x̂t = (Lt−1 + Tt−1)It−1

Lt = α(xt/It−s) + (1 − α)(Lt−1 + Tt−1)

Tt = β(Lt − Lt−1) + (1 − β)Tt−1

It = γ(xt/Lt) + (1 − γ)It−s

For more details, we refer to [Cha03] and the references therein.
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As already stated, change detection evaluates the plausibility of the pre-
diction errors. The range of deviations from a forecast value, which can be
explained by the randomness of the model, is usually specified relatively to
the standard error se = σ̂ of the residuals observed when fitting the model.
If the forecast is unbiased and if the prediction error is assumed to be nor-
mally distributed, the so-called prediction interval for confidence level α is
given by x̂t ± zα/2σ̂, where zα/2 is the α/2-quantile of the standard normal
distribution.

4.4 State-Space Models

System theory offers an alternative modeling approach based on state-space
models. A linear time-invariant stochastic state-space model in dis-
crete time is defined by the following transition and observation equations:

Zt+1 = FZt + GUt + Wt

Xt = HZt + JUt + Vt

Zt, Xt, and Ut are the state, observation, and input vectors of the system1,
Wt and Vt are two independent error or noise processes whose values are
serially uncorrelated. F and H are the state transition and the observation
matrix, G and J the control matrices. The temporal behavior is defined by
the transition matrix F and the control matrix G. Given the current state
(or an estimate for it) and the input, a forecast of the next state can be
calculated. Based on this state estimate and the observation matrix H, the
future observation value can be predicted as well. The state sequence Zt is
said to have the Markov property since Zt depends on Zt−1 but not on
earlier state values.

Many time-series models can be transformed into linear state-space mod-
els. Yet, a necessary condition is that the model composition must be purely
additive. In particular, there is an equivalence between state-space models
and ARMAX models which are ARMA models extended by an auxiliary
input Ut:

Xt =

p
∑

i=1

aiXt−i +

q
∑

i=0

biVt−1 +

l
∑

i=1

ciUt−i

As an example, a univariate AR(p) process Xt =
∑p

i=1 aiXt−i is equivalent
to the following state-space process:

Zt+1 = FZt

Xt = HZt

1 Usually, the state vector is called Xt, and the observation vector Yt. We use a different
notation in order to maintain consistency with the variables used in other sections.
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Zt =







Xk
...

Xt−p+1






, F =















a1 a2 ... ap−1 ap

1 0 ...
0 1 0 ...

...
... 0 1 0















, H = (1, 0, ..., 0)

The equivalence in this simple example is obvious, yet the transformation
of a generic ARMA process into a state-space process is more sophisticated.
More details can be found in [BN93, chap. 3.2.4].

In the case of engineering problems, F and H are usually known a priori
and deduced from physical laws or models. The observation vector Xt is the
measurable output of the system, whereas the value of the state vector Zt is
usually unknown or only partially known as it cannot be observed directly.
Hence, the aim is to infer the inner system state from the observable output,
which can be achieved with Kalman filters [Cha03, BN93]. System theory
also deals with questions about if and how the system can be controlled by
setting the right input values.

We can regard traffic measurement data as the observation of a state-
space model and the load generated by hosts, applications, services, or users
as its input. However, even if we know about these inputs, we have often
problems to monitor them. And of course, we are not able to control them.
Considering state-space models for traffic analysis can still be useful if the
measurement data is the result of hidden inner network states which we
actually want to monitor. An example is the traffic matrix. Though, the
state-space model requires the observation matrix (i.e., the dependencies
between states and observations) and the transition matrix. If these matrices
are unknown, they have to be fitted to a given series of observations. The
dimensionality of the state vector must be specified before the fitting. After
building and fitting the state-space model, a Kalman filter can estimate
the state vector and track its temporal changes.

4.5 Moving Estimators

Moving estimators are used to estimate the instantaneous statistical proper-
ties of a random process. In this section, we summarize how mean, variance,
and standard deviation can be estimated using exponential smoothing. We
are particularly interested in estimators of the variance and the standard
deviation as they can be used to learn about the statistical properties of the
prediction errors.

An estimate of the mean is obtained by the exponentially weighted
moving average (EWMA):

µ̂t = ρxt + (1 − ρ)µ̂t−1 with 0 < ρ < 1
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It is identical to the one-step-ahead forecast value of exponential smoothing.
There exist various moving estimators of variance and standard devi-

ation [Mon05]. If the mean µ is known, we can use the exponentially
weighted mean square error (EWMS) to estimate the variance:

σ̂2
t = ρ(xt − µ)2 + (1 − ρ)σ̂2

t−1 with 0 < ρ < 1

EWMS is sensitive to an inaccurate value of the mean µ: if µ is not valid,
EWMS will be much larger than the actual variance. If µ is unknown or
varying over time, we can replace it by the EWMA estimate µ̂t:

σ̂2
t = ρ(xt − µ̂t)

2 + (1 − ρ)σ̂2
t−1

This variance estimator is called exponentially weighted moving vari-
ance (EWMV). Using the acronym EWMSV (exponentially weighted mov-
ing sample variance), Eyvazian et al. derive a slightly different moving
variance estimator with an additional corrective term [ENV07]:

σ̂2
t = ρ(xt − µ̂t)

2 + (1 − ρ)σ̂2
t−1 + (µ̂t − µ̂t−1)

2

The effect of the corrective term is that the most recent estimate of the
mean µ̂t is adopted as mean of all past observations (and not only of xt).

We can avoid using the quadratic form and use the mean absolute
deviation (MAD):

∆t = ρ|xt − µ| + (1 − ρ)∆t−1

For normally distributed observations, the standard deviation can be ob-
tained from the MAD: σ̂t ≈ 1.25∆t [Mon05, chap. 9.4].

Given the observations x1, . . . , xn, the standard deviation can be es-
timated from the average moving range (normality assumed) [Mon05,
chap. 5.4]:

MR =
1

(n − 1)

n
∑

t=2

|xt − xt−1| , σ̂ = 0.8865MR

Similarly, the variance can be estimated from the mean square successive
difference (MSSD):

σ̂2 =
1

2(n − 1)

n
∑

t=2

(xt − xt−1)
2

Accordingly, we can construct moving estimators which are based on the
difference of successive observations:

MRt = ρ|xt − xt−1| + (1 − ρ)MRt−1 ; σ̂t = 0.8865MRt

σ̂2
t = ρ

(xt − xt−1)
2

2
+ (1 − ρ)σ̂2

t−1

Range and difference-based estimators are robust against inaccuracies in the
estimated mean but sensitive to serial correlation in the observations.
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4.6 Existing Traffic Anomaly Detection Approaches Using

Time-Series Analysis

Hood and Ji [HJ97] convert MIB variables into a measurement time se-
ries and eliminate serial correlation by fitting an AR(2) model on a sliding
window of 20 observations. The estimated parameters represent a new mul-
tivariate time series of features which is then used for detecting network
failures with help of Bayesian networks.

Thottan and Ji fit an AR(1) model for non-overlapping windows of 10
observations [TJ98]. The choice of AR(1) is justified by the small number
of observations which does not allow estimating more complex time-series
models. The residuals are assumed to follow a multivariate normal distri-
bution. As mentioned in Section 3.2.5, the GLR algorithm is used to decide
whether the distribution of the residuals in two adjacent windows is iden-
tical or different. While the focus of Thottan and Ji is on network fault
detection, Wu and Shao adopt the same methodology for traffic anomaly
detection [WS05].

An exemplary application of time-series modeling is given by Hellerstein
et al. in [HZS98]. Daily and weekly seasonality as well as monthly trend
in webserver requests measured per five minute interval are removed before
an AR(2) model is fitted to eliminate the remaining serial correlation. In
contrast to Holt-Winters, seasonal and trend components of the model are
not recursively updated using exponential smoothing, but estimated once
from a set of training data using ANOVA (analysis of variance) and linear
regression. It is interesting that 64 percent of the variability in the training
data are covered by seasonality and trend, which confirms the common ob-
servation that modeling these two components is very effective. The GLR
change detection algorithm is applied to the resulting residuals as described
in Section 3.2.5.

Brutlag [Bru00] employs Holt-Winters forecasting to model baseline,
trend, and daily variation in the outgoing traffic of a web server. The ex-
pected deviation of the forecast value from the observation is continuously
estimated by MAD (see Section 4.5) using the same smoothing parameter
as for updating the seasonal component. An alarm is raised if the mea-
sured value lies outside the prediction interval for a certain number of times
within a moving window of fixed length. Barford et al. [BKPR02] apply
Holt-Winters forecasting to time-series of packet, byte, and flow counts.
The authors’ actual goal is to evaluate the performance of another anom-
aly detection approach which is based on wavelet analysis and deviation
of local variance (deviation score). The evaluation yields similar detection
performance for the two approaches.

As mentioned in Section 3.3.5, Ye et al. use EWMA and Shewhart
control charts to detect anomalies in computer audit data [YVC03]. The
control charts are not applied to individual observations but to their EWMA
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estimates in order to reduce the variability. In addition, the authors deploy
exponential smoothing to produce a series of prediction errors as input to
the Shewhart control chart. The Shewhart control limits are relative to
the prediction error’s standard deviation estimated by EWMS. The interval
between the control limits can be regarded as the prediction interval of the
forecast value, thus the change detection relies on the detection of inaccurate
forecasting results.

In Section 3.3.5, we also mentioned the work of Siris and Papagalou who
use EWMA as a moving estimator of the mean number of SYN packets per
time interval. Change detection methods are applied to the difference of
the EWMA and the measured value, which is the one-step-ahead prediction
error of exponential smoothing.

Soule et al. [SST05] use a Kalman filter for estimating the traffic matrix
from SNMP link measurements given the routing information. Anomalies
are detected based on the Kalman prediction error using different methods
like GLR change detection algorithm, wavelet decomposition, and deviation
score (see Barford et al. [BKPR02]).

4.7 Concluding Remarks on Time-Series Analysis

We motivated the application of temporal modeling approaches with the
prerequisite of independent observations required by most change detection
methods. Most kinds of traffic measurement data do not fulfill this con-
dition, thus change detection methods cannot be applied directly. Hence,
the idea is to find a model which explains the temporal dependencies in the
measurement data. By removing the modeled effects, we hope to yield a
new time series which better conforms to the constraints of the detection
methods. The models are typically used to forecast future observations and
to assess the conformance of new measurements based on the prediction
error.

The main problem with this approach is that the model shall describe
normal traffic behavior. In order to fit such a model, we need measurement
data which is free of anomalies and changes. In practice, it is very difficult to
obtain anomaly-free data covering longer periods of time. Even if we want to
eliminate the prevalent effect of daily or weekly variation only, the estimation
of the corresponding model parameters is not trivial because anomalies occur
nearly every day or week. Therefore, robust techniques which continuously
learn and update the model parameters, such as exponential smoothing,
Holt, and Holt-Winters, are the most appropriate. This explains why most
publications proposing forecasting for traffic anomaly detection rely on these
techniques. Exponential smoothing, Holt, and Holt-Winters also depend on
some parameters which have to be set appropriately (namely the smoothing
parameters), yet the optimal setting is much less critical than in the case of
ARIMA models.
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Despite of the potentials of modeling the temporal dynamics of traffic
measurements, there is one conceptional limitation: time-series analysis tries
to explain non-stationarity by trend or seasonal effects. However, there exist
other events causing systematic changes as well, for example, patch days of
widely deployed software and operating systems. If we knew about these
events, when they occurred, and how they influenced the traffic, we could
model them as input of a state-space model or as the explanatory variables
of a multiple linear regression model. Although it is likely that we know the
time of certain events, getting reliable estimates of their effect on the traffic
is difficult.

Because of these difficulties, modeling systematic changes beyond trend
and seasonality is out of scope of our work. As a consequence, we have to
be aware of the fact that the considered models do not reflect the entirety
of variation in normal traffic. Hence, the resulting residuals are not always
stationary under normal conditions, which may lead to false alerts in the
change detection process.

Chapter 6 discusses long-range dependence which is observed in cer-
tain Internet traffic characteristics. As we will see, the presence long-range
dependence may be advantageous for time-series forecasting and anomaly
detection.
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5. MODELING CORRELATION WITH PRINCIPAL

COMPONENT ANALYSIS

5.1 Introduction

Traffic measurements often result in multivariate observations where the
different variables measure the same traffic metric at different locations in
the network, multiple traffic metrics at one location in the network, or even
multiple traffic metrics at different locations in the network. The monitored
variables are usually correlated because the different metrics as well as the
traffic measured at different locations are not independent. As an exam-
ple, if the same traffic flow is monitored by multiple network monitors, the
measurements will be correlated. An example for correlation among dif-
ferent metrics is the number of packets and the number of bytes observed
in a given time interval. Traffic anomaly detection can take into account
the relationships among different variables in order to detect changes in the
correlation structure.

Principal component analysis (PCA) is a technique to analyze the cor-
relation structure among different variables. It performs an affine trans-
formation of the original coordinate axes onto the principal components
(PCs). With this transformation, the original variables are transformed into
a new set of uncorrelated variables, called PC scores. The PCs are ordered
according to decreasing proportion of variability they contribute to the orig-
inal variables. The first PCs contributing the largest part of the variability
describe the main correlation relationships in the data. The score time series
of these PCs can be interpreted as the output of latent variables that have a
strong influence on one or more original variables. PCA is typically used to
identify this set of PCs as a model for the correlation structure in the data.
The remaining PCs cover the residual variability which is often considered
as noise.

The PCs are usually determined from the covariance matrix of the
original variables. As this matrix is typically not known a priori, it has to be
estimated from observations. In the case of ‘batch-mode PCA’, the sample
covariance matrix is calculated using a set of historic observations called
‘training data’. The amount of observations in the training data has to be
sufficiently large to get estimates with appropriate accuracy. An alternative
solution is to use moving estimators, which leads to a PCA variant called
‘incremental PCA’ in the literature. Here, the covariances and the PCs are
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continuously re-estimated with every new observation.

Statistical tests allow us to verify if a single observation or a group of
multiple observations conforms to the correlation structure modeled from the
training data. With these tests, we can detect outliers as well as observations
that deviate in the main directions of correlation. As we consider time
series of observations, these test can be sequentially performed on every
new observation using appropriate control charts, for example the T 2 control
chart (see later in Section 5.2.3).

Systematic changes which affect many of the original variables are typi-
cally covered by a much smaller number of PCs while the time series of the
other PC scores do not exhibit these changes. Thus, PCA allows detecting
seasonal variation in the data and separating it from the remaining vari-
ability. Existing traffic anomaly detection approaches have exploited this
property.

Section 5.2 provides an introduction to PCA explaining the underlying
transformation as well as the possible applications for outlier detection, di-
mensionality reduction, and residual analysis. In Section 5.3, we address
particular aspects, such as how to deal with variables measured at very dif-
ferent scales, possible ways to estimate the covariance matrix, and the effect
of systematic changes on the PC scores. A survey of existing approaches de-
ploying PCA for traffic anomaly detection is given by Section 5.4. Section 5.5
finally discusses the requirements, problems, and limitations of PCA.

5.2 Fundamentals of PCA

PCA relies on an affine transformation of multivariate data into a set of
uncorrelated variables called scores. In Section 5.2.1, we explain how to find
the appropriate transformation matrix. One reason for the transformation
is the deployment of multivariate control charts, such as the control chart
of Hotelling’s T 2 statistic described in Section 5.2.3. Another application of
PCA is to model the correlation relationship between the original variables
with a small subset of the PCs. Deviations from the model can then be
detected with the Q statistic and Hawkins’ T 2

H statistic as explained in
Section 5.2.4. For additional information about PCA and its applications,
we refer to Jackson’s user’s guide to principal components [Jac91].

5.2.1 Principal Component Transformation

Geometrically, the principal component transformation is a translation which
moves the data mean into the point of origin, followed by a rotation which
turns the principal components of the data onto the coordinate axes. Finally,
the scaling of the new coordinates may change. The principal components
are ordered by decreasing proportion of explained variability.
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In order to find the transformation matrix, we need to calculate the
eigenvalues li and eigenvectors ti of the covariance matrix Σ of the origi-
nal variables. Given the number of variables p, the covariance matrix is a
symmetric p × p matrix. As the covariance matrix is usually not known,
it is estimated by the sample covariance matrix S using a given set of
observation vectors {xt|t = 1, . . . , n} which we call training data. This ap-
proach is called batch-mode PCA; an alternative solution using moving
estimators will be discussed later in Section 5.3.3. The elements of S are
calculated as follows (i, j = 1, . . . , p):

si,j =

∑n
t=1(xt,i − xi)(xt,j − xj)

n − 1
=

n
∑n

t=1 xt,ixt,j −
∑n

t=1 xt,i
∑n

t=1 xt,j

n(n − 1)

xt,i is the observation of the i-th variable at time t, xi the mean of all
observations of the i-th variable. A non-zero sample covariance si,j indicates
that the i-th and j-th variable are correlated. The diagonal elements si,i =
σ̂2

i are the estimated variances of the original variables.
The eigenvalues li and eigenvectors ti are determined by solving the

following equations:

|S − liI| = 0 ; (S − liI) ti = 0

where I is the identity matrix. The eigenvectors ti represent the PCs in the
coordinate system of the original variables. They are orthogonal to each
other. Their elements are also called loadings.

The covariance matrix Σ is always positive semi-definite, which means
that one eigenvalue is positive, the remaining eigenvalues are positive or
zero. However, the covariance matrix also needs to be nonsingular (invert-
ible) in order to apply PCA, which means that no variable may be a linear
combination of the others. If this condition is fulfilled, the covariance ma-
trix is positive definite, that is, there are p positive eigenvalues which can
be ordered decreasingly: l1 ≥ l2 ≥ . . . ≥ lp > 0. Working with sample
covariance matrices, zero eigenvalues are improbable even in existence of
linear relationships. Thus, the existence of very small positive eigenvalues
may already suggest that the covariance matrix is singular and that PCA
should not be used.

The determinant of the sample covariance matrix corresponds to the
product of its eigenvalues: |S| =

∏p
i=1 li. An interesting property is that

the sum of eigenvalues equals the sum of variances of the original variables:
∑p

i=1 σ̂2
i =

∑p
i=1 li. The ratio li/

∑p
i=1 li reflects the proportion of variability

contributed by the i-th PC. Hence, the eigenvector of the largest eigenvalue
t1 approximates the direction of largest variability (also called ‘line of best
fit’) in the original data, the eigenvectors of the second largest eigenvalue t2
the direction of second largest variability, and so on.

PCA is efficient if a small subset of the of PCs covers most of the vari-
ability, which is the case if the original variables are highly correlated. To
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assess in advance if PCA is worthwhile, we can calculate lower and upper
boundaries of the largest eigenvalue l1 with help of the sample covariance
matrix S:

max
i

(σ2
i ) ≤ l1 ≤ max

i

p
∑

j=1

|si,j |

Hence, if the given range indicates that the first PC contains a large pro-
portion of the overall variability, the application of PCA is promising.

There exist various scalings of the eigenvectors. Normalizing the eigen-
vectors to unit length (ui = ti

|ti|), we obtain an orthonormal matrix U =

(u1 . . . up) which transforms the original variables into z-scores [Jac91]:

z = U′(x − x)

In the above equation, x is the observation vector, x the vector of means xi,
and z the vector of the z-scores. The subtraction of the means translates the
centroid of the original variables to the origin of the coordinate system. As
a consequence, the z-scores have zero mean whereas the variance of the i-th
component zi is li. The inverse transformation converts the z-scores into the
original variables:

x = Uz + x̄

If the lengths of the eigenvectors are scaled to 1/
√

li, we obtain a matrix
of w-vectors which transforms the original variables into y-scores:

y = W′(x − x) with W = (w1 . . . wp) , wi =
1√
li

ui

y-scores have unit variance and facilitate the calculation of the T 2 statistic
presented in the next section. As an interesting property, the inverse co-
variance matrix can be determined as S−1 = WW′ (i.e., the inverse can be
calculated from the eigenvectors of S).

As a third option, the eigenvectors can be scaled to lengths
√

li resulting
in v-vectors with coefficients in the same units as the original variables:

V = (v1 . . . vp) , vi =
√

liui

This can be useful to interpret the correlation relationships or for data mod-
eling. Moreover, the inverse transformation from y-scores to the original
variables is based on V:

x = Vy + x

5.2.2 Tests on Individual PC Scores

The PC scores represent a set of independent variables resulting from dif-
ferent linear combinations of the original variables. Tests and control charts
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can be applied to the scores of an individual PC, yet the definition of exact
critical values and control limits requires knowledge about the score’s distri-
bution. Jolliffe writes in his textbook on PCA that the distribution of the
PC scores can be assumed to be approximately normal due to the central
limit theorem for large p [Jol02, chap. 10.1, p. 236]. However, the validity of
this assumptions is evident only for identically distributed original variables
with weak correlation. Jolliffe does not deliver any proof for the general
case.

In the special case of multivariate normally distributed original variables,
we know for sure that the PC scores are normally distributed as well. If
we apply a tests to the different PC scores i with significance levels αi,
the overall probability for Type I error is 1 −

∏

i (1 − αi) because of the
independence of the PCs [Jac91, chap. 1.7.2].

5.2.3 Hotelling’s T 2-Test

Hotelling’s T 2-test [Hot31] is a multivariate generalization of the Student
t-test. The null hypothesis assumes that an individual multivariate observa-
tion conforms to a given mean and standard deviation. The T 2 statistic is
the squared norm of the y-scores, yet it can also be calculated from z-scores
or the original measures:

T 2 = y′y =

p
∑

i=1

z2
i

li
= (x − x̄)′ S−1 (x − x̄)

If x is multivariate normal, critical values of T 2 can be derived from the
F -distribution:

T 2
p,n,α =

p(n − 1)

n − p
Fp,n−p,α

where n is the number of observations used for estimating S and x̄. α is
the level of significance. The limits of T 2 compose an ellipsoid in original
coordinates, and a sphere in y-scores.

According to Montgomery [Mon05], the equation above gives a good
approximation of the critical values for n > 100. For smaller n, the exact
formula p(n+1)(n−1)

n(n−p) Fp,n−p,α should be used. As limn→∞ Fp,n−p,α = 1
pχ2

α,p,

the χ2-distribution approximates the distribution of T 2 quite well for very
large n. If the sample covariance matrix S and the sample mean x are
replaced by the population’s covariance matrix and the expectation values,
T 2 is exactly χ2-distributed with critical values χ2

α,p.

The reason for an observation being out of the T 2 limits can be inspected
by identifying the responsible PCs, and in a further step the original vari-
ables that are the most correlated with it. Runger et al. [RAM96, Mon05]
propose to determine the relative contribution of the i-th original variable
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directly using the following indicator:

di = T 2 − T 2
(i)

where T 2
(i) is the T 2 statistic of all variables except the i-th one. Variables

with the largest values di contribute for the most part to T 2.
If the original variables are not multivariate normal, the T 2-test can be

applied to subgrouped data (called “group data” in [Jac91]). In this case,
the T 2 statistic is calculated from the distance of the subgroup mean x to
the known or estimated mean of the population x:

T 2 = m
(

x − x
)′

S−1
(

x − x
)

where m is the number of observations in the subgroup. If the original
variables have finite expectation values, variances, and covariances, the sub-
group mean is approximately multivariate normal for sufficiently large m
due to the central limit theorem. If the normality assumption of the sub-
group mean holds and if the population’s covariance matrix and expectation
values are used instead of their estimates, T 2 is χ2-distributed. If the co-
variance matrix and the mean are estimated from training data (which may
be subgrouped as well), the distribution of T 2 can be derived from the F -
distribution again, but with a different degree of freedom as in the T 2-test of
individual observations. For more details, we refer to Montgomery [Mon05,
chap. 10.3] and Jackson [Jac91, chap. 6].

The T 2 statistic can be deployed in a so-called Hotelling T 2 control
chart for detecting shifts in the mean and variance [Mon05]. In this case,
T 2 is the monitored variable in the control chart. Like the Shewhart control
chart (see Section 3.2.2), we can distinguish the T 2 control chart of individual
observations and the T 2 control chart of observation subgroups. The upper
control limit of the T 2 control chart corresponds to the critical value of the
corresponding T 2-test. A lower control limit does not exist.

The T 2 statistic can also be deployed in a multivariate EWMA con-
trol chart (MEWMA control chart). The MEWMA control chart as pro-
posed by Lowry et al. [LWCR92] corresponds to the T 2 control chart with
(xt − x̄) replaced by an exponentially weighted moving average:

T 2
t = x̃′tS̃

−1
x̃t with x̃t = λ(xt − x̄) + (1 − λ)x̃t−1

The covariance matrix of x̃t is:

S̃ =
λ

2 − λ

[

1 − (1 − λ)2t
]

S
t→∞−→ λ

2 − λ
S

For a constant size of shift and a constant in-control ARL (average run
length), the out-of-control ARL increases with an increasing number of vari-
ables p, which means that changes are detected with increasing delay. This
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problem can be mitigated by reducing the dimensionality and considering
only a subset of the PCs in the T 2 statistic as described in Section 5.2.4.

Several proposals for multivariate CUSUM control charts exist
which make use of the covariance matrix to account for correlation rela-
tionships in the data [Cro88, PR90]. However, the proximate solution to
build a CUSUM statistic of T 2 values does not lead to the best change de-
tection performance [Cro88]. Since the multivariate CUSUM control charts
have similar properties as the MEWMA control, we do not go into more
details here.

It is important to note that the same limitations as for univariate control
charts apply (cf. Section 3.4). In particular, the multivariate time series
must be free of systematic changes and serial correlation. If these conditions
are not fulfilled, the formulas for calculating the critical values are invalid.
We discuss possible utilizations of PCA in the presence of systematic changes
in Section 5.3.4.

5.2.4 Reducing Dimensionality and Residual Analysis

The orientation of the PCs belonging to identical eigenvalues is undefined.
The corresponding PCs span a subspace in which the data does not show
any correlation relationship. In practice, eigenvalues calculated for a sample
covariance matrix are very unlikely to be exactly the same, yet some of
them may be approximately equal. Typically, this concerns the smallest
eigenvalues while the first eigenvalues are well separated.

The idea of reducing the dimensionality by retaining only PCs of the
first well separated eigenvalues relies on the assumption that the remaining
variability is caused by an uncorrelated error process. If we retain the first
k < p PCs, the resulting transformations into y-scores and back again are
as follows:

y = W′(x − x̄) with W = (w1 . . . wk)

x̂ = Vy + x̄ with V = (v1 . . . vk)

Now, y is a vector of length k and x̂ an estimate of x which contains the
part of variability covered by the retained PCs. Among all sets of k PCs,
the k first PCs have maximum correlation with the original variables and
maximize the explained variability.

The T 2-test can be applied to the subset of retained PCs using T 2 =
y′y to detect outliers in the k first PCs. Assuming multivariate normality,
T 2

k,n,α provides the corresponding critical value. T 2 and MEWMA control
charts can be designed in an analogous manner using only the retained PCs.
However, anomalies detected in the first PCs are typically also visible in
the original variables as they affect the main directions of variability in the
data. Furthermore, if such outliers appear in the training data, they very
likely affect the result of PCA as they inflate variances and covariances. In
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Section 5.3.2, we discuss different ways how the influence of these anomalies
on the modeled correlation structure can be reduced.

Residual analysis examines the deviation of the observation from the
variability modeled by the retained PCs. The difference between x and x̂
constitutes the residual vector ǫ:

ǫ = x − x̂ = x − (Vy + x̄) = (x − x̄) − VW′(x − x̄)

The residual vector can be used to check if the given observation x is ade-
quately characterized by the PCs in the model. For this purpose, two test
statistics have been proposed: the Q statistic and Hawkins’ T 2

H
statis-

tic [Haw74]:

Q = |ǫ|2 = (x − x̂)′(x − x̂) =

p
∑

i=k+1

liy
2
i =

p
∑

i=k+1

z2
i

T 2
H =

p
∑

i=k+1

y2
i = (x − x̄)′S−1(x − x̄) −

k
∑

i=1

y2
i

If the original data x is multivariate normal, the approximate distribution
of Q can be derived from the normal distribution while T 2

H has a T 2-
distribution (see [Jac91, chap. 2.7] for more details). According to Jack-
son [Jac91], the two tests are more or less equivalent.

Anomalies detected in the residuals (or last PCs) typically represent
individual outliers which are not apparent in the original variables since the
corresponding PCs contribute very little variability. Of course, such small
outliers in the training data disturb the calculation of the PCs if they appear
frequently. As a result, the affected PCs may no longer be among the last
PCs but catch up with the first PCs. Hence again, it is necessary to dispose
of training data that is mostly free of anomalies or to reduce their influence
on the estimated covariance matrix (cf. Section 5.3.2).

What needs to be decided is the number of PCs retained in the model. A
variety of so-called ‘stopping rules’ has been proposed that indicate when
to stop retaining PCs starting from the first one. For the sake of brevity,
we confine ourselves to one popular graphical method by Cattell called scree
test [Cat66]. The scree test plots the ordered eigenvalues li next to each
other at an absolute or logarithmic scale. If a break can be observed for a
specific eigenvalue lk such that the remaining eigenvalues lk+1, . . . , lp decline
very slowly, Cattell proposes to retain the PCs of the eigenvalues l1, . . . , lk.
A description of alternative methods for determining the number of PCs can
be found in [Jac91].
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5.3 Specific Aspects of PCA

5.3.1 Standardized Variables and Correlation Matrix

If the original variables are expressed in different scales or if their variances
differ widely, variables with a large absolute value range risk to dominate the
modeled correlation because they seem to contribute a lot to the variabil-
ity. As a solution, the original variables can be standardized to zero mean
and unit variance: (xi − x̄i)/σi for i = 1, . . . , p. The covariance of these
standardized variables is identical to the correlation matrix of the original
data.

The relationship between the elements of the sample covariance matrix
S and the elements ri,j of the sample correlation matrix R is as follows:

ri,j =
si,j√
si,isj,j

=
si,j

σ̂iσ̂j

There is no one-to-one mapping between eigenvalues, eigenvectors, and scores
calculated for the covariance matrix and the correlation matrix. Also, the
number of equal eigenvalues may differ. What remains the same are the
number of zero eigenvalues and the value of the T 2 statistic calculated from
all PCs. The asymptotic distribution of the Q statistic is still valid, but, of
course, the results differ.

5.3.2 Covariance Matrix Estimation

The accurate estimation of the covariance or correlation matrix is an essen-
tial prerequisite to determine appropriate PCs. For this reason, the training
data must be representative for observations under normal conditions, which
is the in-control state in the terminology of change detection. Outliers and
anomalies in the training data may bias the covariances quite strongly. As a
consequence, the eigenvalues, PCs, and test outcomes of PCA will be inad-
equate. If it cannot be guaranteed that the training data is free of outliers
and anomalies, we can try to clean the data by removing extreme obser-
vations. However, the result may be biased if high values are completely
neglected in the estimation. Another possibility to cope with outliers is to
use covariance estimators which are robust, such as M-estimators and the
mean square successive differences (MSSD).

In the case of M-estimators (see [Jac91, chap. 16.5.2] and [Seb84,
chap. 4.4.3]), the observations are multiplied by weights w1(dt) and w2(d

2
t )

when calculating the sample mean and covariance matrix respectively:

x =

∑n
t=1 w1(dt)xt
∑n

t=1 w1(dt)

S =
1

n

n
∑

t=1

w2(d
2
t )(xt − x)(xt − x)′
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The weights depend on the Mahalanobis distance dt between the observation
xt and the mean x:

dt =
{

(xt − x)′S−1(xt − x)
}1/2

A possible choice for the weight functions is the Cauchy distribution:

w1(dt) = w2(d
2
t ) =

p + 1

1 + d2
t

As the Mahalanobis distance depends on the sample mean and covariance
matrix, the estimation must be performed iteratively until the estimated
values of x and S converge. The classical sample covariance matrix and
mean vector may serve as initial values. From the M-estimator covariance
matrix, we can derive the elements of the associated correlation matrix as
explained in Section 5.3.1.

Li [Li04] makes use of weights that depend on the residuals ǫt = xt − x̂t,
where x̂t is obtained from the retained PCs (see Section 5.2.4). The weight

applied to the i-th original variable is
{

1 + (
ǫt,i

c )2
}−1/2

. The parameter c
controls how fast the weights decrease with increasing residuals.

As the usual estimation of covariances based on the error products
(xt − x)(xt − x)′ (t = 1, . . . , n) is very sensitive to outliers, Holmes and
Mergen [HM93] propose an alternative covariance estimator using mean
square successive difference (MSSD, cf. Section 4.5):

si,j =
1

2(n − 1)

n
∑

t=2

(xt,i − x(t−1),i)(xt,j − x(t−1),j)

This estimator is more robust with respect to outliers and changes in the
sample mean x̄. On the other hand, it is sensitive to serial correlation in the
original variables.

5.3.3 Incremental PCA

A general problem of calculating sample covariances is that the observations
are assumed to be independent. In the case of multivariate measurement
time series, this condition is usually not fulfilled. Furthermore, dynamic
changes of the normal behavior may invalidate the modeled correlation struc-
ture. As a consequence, batch-mode PCA requires to recalculate the PCs
from time to time, using recent observations as training data. These limita-
tions can be overcome by using incremental PCA with moving estimators
as explained in the following.

Like the exponentially weighted moving average and variance estimators
(EWMA, EWMV) for univariate time-series analysis (cf. Section 4.3.2),
exponentially weighted moving covariance estimators can be used for incre-
mental eigenanalysis and PCA [HMM98, LC02]. As in the univariate case,
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moving covariance estimators provide one-step-ahead forecast values which
are quite robust with respect to serial correlation. In addition, the smooth-
ing effect ensures that bias caused by sporadic outliers in the observations
vanishes away over time.

Similarly to EWMV, an exponentially weighted moving covariance
(EWMC) can be defined as follows (i, j = 1, . . . , p) [LC02]:

si,j,t = ρ(xt,i − x̄i)(xt,j − x̄j) + (1 − ρ)si,j,(t−1)

⇔ St = ρ(xt − x̄t)(xt − x̄t)
′ + (1 − ρ)St−1

Li et al. [LYVCQ00] derive a recursive formula for the calculation of the
correlation matrix which includes an additional corrective term reflecting
that a new estimate of the mean is available with every recursion. An
equivalent formula can be used for the covariance matrix:

St = ρ(xt − x̄t)(xt − x̄t)
′ + (1 − ρ)St−1 + ∆x̄t∆x̄′t

with ∆x̄t = x̄t − x̄t−1

Note that the EWMSV estimator of Eyvazian et al. [ENV07] (cf. Section 4.5)
is included in the above equations for i = j. As a consequence of the
corrective term, the latest estimate of the mean xt, which is assumed to be
the most accurate, is adopted as basis of the covariance estimation. Using
EWMA for estimating the mean, we get:

x̄t = ρxt + (1 − ρ)x̄t−1

⇒ ∆x̄t = x̄t − x̄t−1 = ρ (xt − x̄t−1) =
ρ

1 − ρ
(xt − x̄t)

⇒ St =

(

ρ +

(

ρ

1 − ρ

)2
)

(xt − x̄t)(xt − x̄t)
′ + (1 − ρ)St−1

As can be seen, the corrective term increases the influence of the new ob-
servation on the estimated covariance matrix. However, the effect of the
corrective term is small and negligible for small ρ.

The M-estimator weights can be easily integrated into the formulas of
the moving estimators in order to increase the robustness against outliers. Li
proposes such a combination of M-estimators and incremental PCA, using an
approximation of the covariance matrix which is calculated from the retained
PCs only [Li04]. This allows the author to reduce the complexity of updating
the retained PCs as well. Instead of calculating the eigenvectors of the p×p
covariance matrix, he derives the retained PCs from the eigenvectors of a
smaller (k + 1) × (k + 1) matrix, where k is the number of retained PCs.

If MSSD is to be used for covariance estimation, we can construct the
following moving estimator:

si,j,t = ρ
(xt,i − x(t−1),i)(xt,j − x(t−1),j)

2
+ (1 − ρ)si,j,(t−1)
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However, we have not found any related work where this estimator is used.

Common to all moving estimators is the smoothing parameter ρ. A
formula to calculate the optimal value does not exist, thus an appropriate
value of ρ has to be found by experimentation.

5.3.4 Effect of Systematic Changes on PCA

If applied to multivariate time series, PCA ignores the temporal order of the
observations and therefore does not consider any temporal relationships in
the data. Variables exhibiting systematic changes, such as trend or seasonal
variation, are considered as contributors of a large proportion of variability
and will be reflected in the first PCs. If multiple of the original variables
are affected by the same systematic changes, PCA allows separating the
non-stationary part from the remaining variability in the data. Precisely
this phenomenon is exploited by many existing PCA-based traffic anomaly
detection approaches presented in Section 5.4.

We illustrate the relationship between systematic changes and the PC
scores obtained by PCA with an example. Assume that there are two original
variables, such as the number of packets and the number of bytes observed
on the same link, which are both affected by the same kind of seasonal
variation. In particular, we usually observe that the packet count and the
byte count depend on the time of day. As the seasonal variation contributes
a large proportion of the variability, the two variables appear to be highly
correlated. We can also interpret it the other way round: because of the
correlation, a change in one of the variables is likely to appear in the other
variable as well.

If PCA is applied, the first PC will reflect the correlation between the
two variables. The resulting PC score time series contains the seasonal
variation which is common to both metrics. The other PC score contains
the remaining variability in the variables. Ideally, the corresponding time
series resembles the output of a stationary random process unless any further
sources of systematic changes exist.

In the general case with more than two variables, we can retain those PCs
which exhibit non-stationary behavior over time (these PCs are typically
among the first). The residual variability not covered by these PCs will
be more or less free of systematic changes. Hence, the Q statistic and the
T 2

H statistic can be used to detect significant values in the residual PCs,
indicating a change in the correlation structure of the original variables (see
Section 5.2.4).

As mentioned in Section 5.2.4, the T 2-test can be applied to the retained
PCs in order to detect outliers. Just like Hotelling’s T 2-test presented in
Section 5.2.3, this test relies on the assumption that observations at different
points in time are independent and identically distributed. This assumption
is obviously not fulfilled if the original variables exhibit common systematic
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changes. As a remedy, we could try to eliminate systematic changes and
serial correlation in the scores and the T 2 statistic using time-series models
and forecasting techniques as presented in Section 4.3.

5.4 Existing Traffic Anomaly Detection Approaches Using

PCA

Shyu at al. [SCSC03] apply PCA to 34 numeric features of the KDD cup
1999 datasets [KDD99] which are derived from the 1998 DARPA intrusion
detection evaluation [DAR01]. Every observation is associated to a connec-
tion and not to a time interval. The T 2 statistic is calculated separately for
the first (major) PCs accounting for half of the variability in the original
data, and for the remaining (minor) PCs. Anomalies are detected using em-
pirical thresholds for T 2. Shyu at al. also discuss the problem of outliers in
the training data which may distort the estimation of mean and covariances.
Therefore, they apply multivariate trimming by removing the most extreme
observations from the training data before calculating the sample mean and
correlation matrix.

Lakhina et al. apply PCA to multivariate time series of byte, packet,
or flow counts measured on different links [LCD04b] or for different traffic
aggregates [LPC+04, LCD04a]. These aggregates, called origin-destination
flows (OD flows), consist of the traffic transfered from one ingress PoP (point
of presence) to an egress PoP of the network. Each time-series value accounts
for a time interval of 5 or 10 minutes. In the first work [LPC+04], Lakhina et
al. apply PCA to byte counts of OD flows in order to examine the resulting
PCs. Using scree plots, it is shown that a small number of PCs contributes
most of the variability, regardless of whether the original variables are stan-
dardized or not. Furthermore, the authors distinguish three types of PC
scores: PC scores with diurnal patterns, PC scores showing spikes, and PC
scores resembling Gaussian noise. In another paper [LCD04b], Lakhina et
al. detect traffic anomalies in byte counts of individual links with help of the
Q statistic. In yet another publication [LCD04a], anomalies are detected in
byte, packet, and flow counts of OD flows by examining the residuals as well
as the retained PCs using the Q statistic and the T 2 statistic, respectively.
Moreover, the authors show that attacks, scans, outages, and other events
result in different types of anomaly patterns.

In another work [LCD05], Lakhina et al. apply PCA and residual anal-
ysis to entropy values reflecting the distribution of source and destination
addresses and transport ports in the OD flows. These entropy values are
very sensitive to distributional changes caused by attacks, scans, flash crowds
etc. Under the co-authorship of Lakhina, Li et al. adopt this approach to
detect anomalies in traffic aggregates that result from hashing the flow keys
to the bins of sketches [LBC+06]. Using multiple sketches with different
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Tab. 5.1: PCA-based traffic anomaly detection approaches

Reference Traffic
aggregates

Traffic metrics Deployed
statistic

Shyu [SCSC03] 1 (sniffer) 34 (different connection and
host-based features)

T 2, T 2
H

Lakhina [LCD04b] 49, 41
(links)

1 (byte count) Q

Lakhina [LCD04a] 121
(OD-flows)

1 (byte, packet, or flow count) Q, T 2

Lakhina [LCD05] 121, 484
(OD-flows)

4 (entropy of source and
destination IP addresses and
ports)

Q

Li [LBC+06] 121, 484
(hashed
flow keys)

4 (entropy of source and
destination IP addresses and
ports)

Q

Chatzigiannakis
[CPA09]

6, 10
(links)

2 (byte and packet count) Q

Brauckhoff [BSM09] 1 (link) 28 (byte, packet, and flow count,
source and destination IP
address entropy, numbers of
distinct source and destination
ports, separately for TCP/UDP
and incoming/outgoing traffic)

Q

hash functions, the authors are able to identify the responsible flows in the
case of an alarm.

Lakhina does not discuss the effect of systematic changes although all
of the applied statistical tests rely on the assumption that observations at
different points in time are independent and identically distributed. Inter-
net traffic is strongly affected by daily variation, which results in a certain
number of PC scores with diurnal patterns [LPC+04]. We assume that
Lakhina actually eliminates daily variation by including these PCs in the
set of retained PCs.

Chatzigiannakis et al. deploy PCA to reduce the dimensionality of
multivariate data measuring multiple metrics on multiple links in the net-
work [CPAM06, CPA09]. The original variables are standardized to remove
the influence of different units and scales. Apart from minor differences, the
approach is identical to the one proposed by Lakhina.

Ringberg et al. try to reproduce the results obtained by Lakhina and
find that it is difficult to obtain good anomaly detection results [RRSD07].
One reason is that the outcome depends very much on the number of re-
tained PCs. Furthermore, anomalous values in the training data are made
responsible for inappropriate PCs. Ringberg et al. also criticize that it
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is very difficult do identify the responsible traffic aggregates after having
detected an anomaly.

Brauckhoff et al. [BSM09] argue that the main problem of Lakhina’s
approach is serial correlation in the measurement data which cannot be
taken into account by conventional PCA. As a solution, the authors use PCA
to determine the coefficients of the Karhunen-Loeve (KL) expansion which
reflects correlation between different variables as well as between adjacent
time intervals. The approach is applied to multivariate time series composed
of the byte, packet, and flow counts, the source and destination IP address
entropy, as well as the unique source and destination IP address counts
measured on a peering link for incoming and outgoing TCP and UDP traffic.
Hence, in contrast to Lakhina, Brauckhoff et al. do not analyze measurement
data from distributed observation points but only from a single router. All
variables are standardized to zero mean and unit variance before applying
PCA.

Table 5.1 compares the different approaches with respect to the num-
ber of considered traffic aggregates, the evaluated traffic metrics, and the
deployed test statistic. If there appear two numbers in the second column,
they refer to different datasets evaluated in the paper. Multiplying the
number of aggregates with the number of metrics results in the total num-
ber of original variables. In the case of Brauckhoff et al., the result must be
multiplied by the number of adjacent time intervals considered in the KL
expansion.

5.5 Concluding Remarks on PCA

As described in the preceding sections, PCA allows modeling the inherent
correlation structure of multivariate data. Hence, certain kinds of anoma-
lies and outliers can be easier detected in the PC scores than in the original
variables. Furthermore, highly dimensional data can be approximated by
a much smaller number of PCs. Finally, PCA allows detecting and isolat-
ing seasonal variation that effects multiple of the original variables. In the
following, we summarize the critical aspects regarding the applicability of
PCA.

PCA requires knowledge of the means and covariances of the original
variables. Typically, these properties are not known a priori and must be
estimated. In Section 5.3.2, we discussed the difficulties concerning the co-
variance estimation. In the case of batch-mode PCA, the covariance matrix
is estimated from training data which needs be representative for normal
observations and free of outliers and anomalies. The computational com-
plexity of this estimation is in the order of O(p2n), with p being the number
of variables and n the number of observations in the training data. The com-
plexity of calculating the eigenvalues and eigenvectors, for example with QR
factorization [GL96], is O(p3) per iteration. Thus, determining the PCs is
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complex for large p, which must be taken into account if we think of updat-
ing the PCs at a regular basis in order to adapt to changes of the normal
behavior.

Batch-mode PCA is based on mean and covariance estimators which
rely on independent observations. However, this assumption is typically not
fulfilled in the case of traffic measurement time series. Hence, the estimates
are biased and do not necessarily describe the actual statistical properties
of the underlying random process.

As an alternative to batch-mode PCA, incremental PCA makes use of ex-
ponentially weighted moving estimators for the mean and covariance matrix.
These estimators are expected to provide robust one-step-ahead forecast val-
ues. Hence, we can determine a set of PCs which correspond to the expected
correlation structure of the next observation in the time series. A drawback
is that the continuous re-estimation of the covariance matrix entails frequent
recalculations of the eigenvalues and eigenvectors as well. Furthermore, we
must be aware of the fact that score values obtained at different instances
of time result from different PC transformations and therefore should not
be directly compared with each other.

If PCA is used to reduce the dimensionality, only a small subset of the
PCs contributing most of the variability is retained. However, the decision
on the appropriate number of retained PCs is not trivial. A couple of stop-
ping rules exist, yet they may lead to very different results. Hence, the most
appropriate number must usually be found empirically given the data to be
analyzed.

The sensitivity of PCA to anomalies in the training data and the diffi-
culty to find the best number of retained PCs are also reported by Ring-
berg et al. as the main limitations of Lakhina’s anomaly detection ap-
proach [RRSD07]. Furthermore, Ringberg et al. mention the difficulty to
infer the subset of traffic aggregates (i.e., links or OD-flows) which are re-
sponsible for an alarm. This problem can be generalized to the question in
which of the original variables an anomaly has occurred. Lakhina looks for
the original variables which contribute the most to an anomalously large Q
or T 2 value. However, this approach disregards the fact that simultaneous
small deviations in many of the original variables may also sum up to large
values in these statistics.

Changes and anomalies can be detected in the individual PC scores as
well as in the T 2, T 2

H , and Q statistics using statistical tests or control
charts. These tests are parametric, which means that knowledge about the
probability distribution is required to calculate critical values and control
limits. Accurate critical values can be derived if the original variables are
multivariate normally distributed. However, as this assumption is usually
not fulfilled for traffic measurement data, appropriate thresholds can only
be approximated or found empirically.

In addition to following an unknown statistical distribution, the mea-
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surement variables are even not stationary in many cases. As discussed in
Section 5.3.4, systematic changes in the original time series remain present in
at least some of the PC scores. Hence, we have to be careful when applying
T 2, Q, and T 2

H -tests since these rely on the assumption of independent and
identically distributed observations. The score time series of the residual
PCs should be free of systematic changes in order to use the T 2

H -test or the
Q-test. In the next chapter, we assess the effect of long-range dependence
on PCA, which is assumed to have a similar impact as non-stationarity.

Serial correlation in the residual PCs can be reduced with help of the
KL expansion, as proposed by Brauckhoff et al. [BSM09]. However, this ap-
proach multiplies the number of variables and thus increases the complexity
of PCA significantly. Another possibility to adapt to temporal changes
without increasing the dimensionality of the data offers incremental PCA as
mentioned in Section 5.3.3.

Regarding traffic anomaly detection, it is difficult to predict under which
conditions PCA applied to multivariate time series yields better anomaly
detection results than modeling the temporal behavior of univariate time
series. If anomalies become manifest in significant deviations from usual
seasonal changes in the data, modeling the temporal behavior as described
in Chapter 4 are more promising. However, subtle changes in the correlation
structure which do not affect the temporal behavior of individual variables
are expected to be detectable with PCA only. Therefore, whether time-series
analysis or PCA is better depends very much on the types of anomalies that
occur in the analyzed data.

In Chapter 8, we apply batch-mode PCA as well as incremental PCA
to multivariate traffic measurement time series. We analyze the resulting
time series of individual PC scores as well as the T 2 and T 2

H statistics and
deploy change detection methods to detect traffic anomalies. The results are
compared to the changes detected in the residuals of univariate forecasting
methods in order to assess if PCA is better or not.
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6. INTERNET TRAFFIC CHARACTERISTICS

6.1 Introduction

The long-term evolution of Internet traffic is characterized by a sustained
growth which can be assumed to be approximately exponential [WP98,
Odl03]. At the time scale of hours, the traffic shows a seasonal pattern
synchronized with the time of day, which can be explained by different net-
work usages at daytime and at nighttime. Traffic dynamics at even smaller
time scales of minutes, seconds, and milliseconds exhibit self-similar struc-
tures and long-range dependence in certain traffic statistics [LTWW93].

In the given context, self-similar means that traffic statistics appear to
be invariant with respect to a change in the time scale. This is in contrast
to the Poisson traffic model used to dimension and evaluate telephone net-
works. Hence, when the self-similar structure of traffic in data networks
was discovered [LTWW93], it provided a cogent explanation why the true
performance of data networks fell short of the theoretical performance cal-
culated under the assumption that the traffic model of telephone networks
was still valid.

Section 6.2 summaries the main aspects of traffic modeling in telephone
networks. Section 6.3 then gives an overview on self-similar structures and
long-range dependence in Internet traffic. For a more detailed introduction
to this topic, we refer to Stallings’ textbook on high-speed networks [Sta01].

Long-range dependence conflicts with the theoretical foundations of the
univariate and multivariate anomaly detection methods presented in Chap-
ters 3 and 5 which assume that observations are independent. As discussed
in Section 4, time-series models and forecasting techniques help to reduce
temporal dependencies in measurement time series. If principal component
analysis (PCA) is used to model the correlation structure in multivariate
time series (see Chapter 5), we can exploit the fact that temporal depen-
dencies usually occur simultaneously in multiple measurement variables. As
described in Section 5.3.4, such temporal dependencies are then mapped to
a small number of principal components.

In Section 6.4, we assess how long-term dependence in the traffic mea-
surement data may affect the detection of anomalies based on time-series
forecasting and PCA. Section 6.5 closes this chapter with some concluding
remarks about non-stationarity and long-range dependence.
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6.2 Traffic Models in Telephone Networks

In circuit-switched telephone networks, call arrivals from a single source
can be approximated by a Poisson process where the interarrival time be-
tween two subsequent calls is negative-exponentially distributed. Due to the
memoryfree property of the Poisson process, the numbers of call arrivals in
non-overlapping equally-spaced time intervals are independent and identi-
cally distributed according to the Poisson distribution. Hence, the Poisson
process is a pure random process as described in Section 4.2, which means
that its output is stationary and does not exhibit any serial correlation.

An important property of the Poisson traffic model is that the aggre-
gation of call arrivals from many sources is again a Poisson process with
larger expectation value but smaller variability (measured by the coefficient
of variation). At high levels of aggregation, small delay or blocking proba-
bilities can be guaranteed with a system dimensioned to handle the mean
call arrival rate plus a relatively small safety margin. Hence, higher utiliza-
tion of system resources can be achieved with increased traffic aggregation,
which is known as the “economy of scale” effect.

6.3 Self-Similar Traffic

Packet arrival processes in data networks have different properties than call
arrival processes in telephone networks. Intuitively, the arrival times of pack-
ets originating from a single source are not independent but correlated to
each other because applications often transmit data blocks which exceed the
maximum packet size and therefore need to be partitioned into a sequence
of multiple packets. As a result, packet arrivals tend to occur in bursts or
“packet trains” as observed by Jain and Routhier [JR86].

From the observation of correlated packet interarrival times, we can de-
duce that the number of packets and bytes measured in non-overlapping
equally-spaced time intervals should be correlated as well. The analysis of
traffic captured in different networks has shown that packet and byte count
time series exhibit long-range dependence and self-similar structures over a
wide range of time scales from milliseconds to minutes (e.g., [LTWW93,
FGW98]). The reason is that bursts of packets often occur in a short dis-
tance, which makes them look like a single long burst at larger time scales.
As a result, packet and byte count time series look similar for different time
interval lengths.

Formally, the statistical properties of a self-similar process only change
in scale when the time scale changes. The discrete time definition of self-
similarity compares the process output {Xt|t = 1, 2, . . .} to the m-aggregated
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time series {X(m)
k |k = 1, 2, . . .} which is defined as

X
(m)
k =

1

m

km
∑

t=km−(m−1)

Xt

Thus, X
(m)
k is the average of m consecutive output values Xkm−(m−1) to

Xkm. The underlying stochastic process is exactly (second-order) self-
similar with parameter β (0 < β < 1) if for all m > 1:

V ar
[

X
(m)
k

]

=
V ar [Xt]

mβ
and Corr

[

X
(m)
k , X

(m)
k+τ

]

= Corr [Xt, Xt+τ ]

Corr[X
(m)
k , X

(m)
k+τ ] and Corr[Xt, Xt+τ ] are the autocorrelation functions of

X
(m)
k and Xt, respectively. If the first condition holds approximately and if

the two autocorrelation functions are asymptotically equivalent for large m
and large k, the process is asymptotically (second-order) self-similar. The
parameter β is related to the so-called Hurst parameter H = 1 − β

2 .

For a pure random process (see Section 4.2), it is V ar[X
(m)
k ] = V ar[Xt]

m .

In the case of a self-similar process, the variance of X
(m)
k decays more slowly

with increasing m, which implies that the time-series values are correlated.
Furthermore, as the autocorrelation does not vanish with aggregation in
time, the process exhibits long-range dependence or it is non-stationary.

Long-range dependence refers to the autocovariance of a stationary
process. A stationary process is long-range dependent if its autocovariance
decays hyperbolically with lag τ :

Cov [Xt, Xt+τ ] ∼ |τ |−β for τ → ∞ , 0 < β < 1

In the above equation, β is the same parameter as used in the previous
equation. As we can see, β determines the degree of long-range dependence
or persistence. The sum

∑∞
τ=0 Cov [Xt, Xt+τ ] is infinite.

In comparison, the autocovariance of a short-range dependent process,
such as an ARMA process (see Section 4.3.1), decays exponentially (i.e.,
Cov [Xt, Xt+τ ] ∼ a|τ | with 0 < a < 1) and results in a finite sum of autoco-

variances. In this case, Corr[X
(m)
k , X

(m)
k+τ ] → 0 for τ 6= 0 and m → ∞.

As mentioned at the beginning of this paragraph, traffic sources in data
networks usually emit bursts of packets. This behavior can be related to the
self-similar structure in the measurement time series of aggregated traffic by
modeling sources according to a phase type model (or “packet train” model)
with alternating active and inactive phases. During active phases, the source
emits packets at a constant or variable rate; during inactive phases, the
source is silent. Aggregating multiple of these sources leads to approximately
self-similar traffic if the duration of at least one of the two phases follows a
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heavy-tailed distribution [CB97]. The distribution of a random variable
X is heavy-tailed if:

Pr [X > x] ∼ 1

xα
for x → ∞ , α > 0

Heavy-tailed distributions have infinite variance, which results in a very high
variability. The expectation value may be infinite as well. An example for
a heavy-tailed distribution is the Pareto distribution.

Self-similar structures in network traffic have first been discovered by
Leland et al. [LTWW93] through the examination of byte and packet count
time series measured in local-area networks (LANs) between 1989 and 1991.
As a possible reason, the authors mention the aggregation of traffic from
many sources generating packet bursts with heavy-tailed length and heavy-
tailed gaps between bursts. In a later publication, the authors validate this
assumption by evaluating the active and inactive times for different source-
destination pairs in a LAN [WTSW97].

Paxson and Floyd [PF95] examine session, connection, and packet ar-
rivals of different applications in wide-area network (WAN) traffic and ob-
serve that the Poisson assumption holds for the arrivals of user-initiated
Telnet and FTP sessions. On the other hand, Telnet packet arrivals and
FTP data connection arrivals follow a heavy-tailed distribution. Moreover,
the authors confirm the existence of long-range dependence in the traffic
measurement data.

Crovella and Bestavros [CB97] analyze the causes of self-similar struc-
tures in web traffic. The authors find that self-similarity is the result of the
superposition of web connections with heavy-tailed length and heavy-tailed
thinking times of the users The heavy-tailed distribution of the connection
lengths is related to the heavy-tailed distribution of files sizes on the web
servers.

With help of discrete wavelet transform, Feldmann et al. [FGWK98,
FGW98] analyze the structure of WAN and LAN traffic at various time
scales and discover significant differences at small time scales below a few
hundred milliseconds. The reason for these differences is the round trip
time (RTT), which is typically in the range of a few hundred milliseconds
in WANs and much smaller in LANs. Feldmann et al. discover that WAN
traffic exhibits a multifractal structure at small time scales, which means
that the self-similar structure varies over time. Temporary congestion in
the network as well as TCP retransmissions after timeout can be made
responsible for these temporal changes [HFW01].

Uhlig and Bonaventure [UB01] examine NetFlow data collected in an ISP
network and determine that the time series of the number of external source
IP addresses exhibits similar self-similar structures as the byte count time
series. Hence, the authors conclude that the number of sources may have
an effect on the self-similar structure of Internet traffic, besides the heavy-



6.4. Implications for Traffic Anomaly Detection 91

tailed traffic volume generated by a single source. However, the authors’
conclusion could be biased by the fact that the evaluated time series lasts
for six days and shows non-stationarity due to daily variation.

Mori et al. [MKHS10] analyze the statistics of flows carrying video data
from video sharing websites. Today, these flows make up a significant pro-
portion of Internet traffic in terms of traffic volume (i.e., number of bytes
and packets). The authors show that the flow length approximately follows
a truncated Pareto distribution combined with a second Pareto distribution
accounting for a small set of largest flows. The truncation is related to the
capacity limitations for videos offered by nonpaying members of the video
portals.

In summary, we can say that Internet traffic exhibits asymptotically self-
similar structures and long-range dependence which can be related to the
heavy-tailed length of packet bursts, TCP connections, user sessions, object
sizes on web servers etc. In the next section, we discuss possible implications
for traffic anomaly detection.

6.4 Implications for Traffic Anomaly Detection

The statistical change detection methods presented in Chapter 3 rely on
the assumption of independent and identically distributed observations. In
Chapter 4, we present time-series forecasting as a possible solution to model
and remove temporal dependencies in traffic measurement data. In the
following, we assess whether this approach is still practical if the analyzed
time series exhibit long-range dependence.

Chatfield denotes that “it is generally more difficult to get good es-
timates of some parameters of [a long-range dependent process], notably
the mean, but it is usually possible to make better forecasts” (see [Cha03,
chap. 13.5.7]). The last part of his statement is intuitively clear since it is
easier to make a prediction if past observations are known to be correlated
to future ones.

Long-range dependence can be modeled with fractional time-series mod-
els, such as the fractional ARIMA (ARFIMA) model. The ARFIMA(p,d,q)
model generalizes the ARIMA(p,d,q) model (see Section 4.3.1) by allowing
parameter d to be a non-integer. The implied fractional differencing is based
on the backwards shift operator B and the binomial expansion:

∇dXt = (1 − B)dXt =

( ∞
∑

k=0

(

d

k

)

(−B)k

)

Xt

For 0 < d ≤ 1
2 , an ARFIMA process is stationary and long-range dependent

with Hurst parameter H = d + 1
2 .

Several studies have investigated the advantages and disadvantages of
ARFIMA models over usual AR(I)MA models which do not reflect long-
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range dependence. For example, Ray [Ray93] evaluates the theoretical fore-
casting inaccuracies which occur if an AR(p) model is used to predict the
output of a stationary, long-range dependent ARFIMA process. In this
study, high-order AR models provide useful long-term forecast values.

Smith and Yadav [SY94] use ARIMA(p,1,0) models to calculate forecast
values for non-stationary ARFIMA processes (i.e., ARFIMA(0,d,0) with
d > 0.5). The simulation shows that ARIMA forecasts are only slightly
worse, except for the one-step-ahead forecasts where the mean square error
increases by 15 percent for d = 0.7.

Crato and Ray [CR96] examine forecasting for the output of station-
ary ARFIMA processes (d < 0.5). When ARFIMA and ARMA model
parameters are estimated from the same number of observations, the re-
sulting ARMA model delivers equivalent or better forecast values than the
ARFIMA model in most of the cases, despite of the inaccurate model as-
sumption. This result can be explained by the difficulty to estimate accurate
parameters for ARFIMA models with a limited set of observations.

We have not found any similar evaluations regarding the forecasting
performance of exponential smoothing, which is one of the preferred methods
for our purposes as discussed in Section 4.7. Exponential smoothing provides
optimal forecast values for an ARIMA(0,1,1) process (cf. Section 4.3.2).
Regarding the results reported for other ARIMA models, we assume that
long-range dependence does not have a significant negative effect on the
one-step-ahead forecast values of exponential smoothing either.

Roughan [Rou09] examines the impact of long-range dependence on the
detection of anomalous time-series values. Therefore, he generates long time
series of fractional Gaussian noise and substitutes a couple of time-series
values by the output of a uniformly distributed random variable. Then, he
applies an anomaly detection mechanism which determines the deviation of
the current time-series value from the moving average of a sliding window.
The interesting outcome of his simulation is that the stronger the long-range
dependence is, the better the anomaly detection performs. Roughan derives
an analytical explanation: the mean square deviation of the moving aver-
age is smaller for strongly correlated time-series values, which allows using
narrower thresholds and thus facilitates the detection of outliers. Although
Roughan’s evaluation is based on simplifying assumptions, it shows that
long-range dependence can be advantageous for the detection of anomalies
in time series.

The publications presented so far concern forecasting and anomaly detec-
tion in univariate time series. The situation is different for the PCA-based
detection of deviations from the usual correlation structure in multivariate
measurement data described in Chapter 5. The calculation of the principal
components (PCs) relies on covariance estimates, such as the sample covari-
ance matrix or the M-estimator covariance matrix in the case of batch-mode
PCA. Long-range dependence in the measurement data makes it difficult
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to obtain good covariance estimates because the estimators converge very
slowly to the true parameter values of the underlying process.

In Section 5.3.4, we discuss the effect of systematic changes on PCA and
point out that PCA can help to separate seasonal variation observed in mul-
tiple original variables from the remaining variability in the data. The same
applies if the influence of long-range dependence on different measurement
variables occurs in a correlated way. Actually, certain dependencies between
different variables, such as the number of packets and the number of bytes,
exist irrespective of long-range dependence or systematic changes. Hence,
long-range dependence and systematic changes can be handled in the same
way by having a critical look at the sample autocorrelation functions of the
PCs and PCA-related statistics in order to assess the influence of temporal
dependencies in the original variables.

6.5 Concluding Remarks on Anomaly Detection in Internet

Traffic

As mentioned in the introduction of this chapter, Internet traffic is char-
acterized by a positive long-term trend, daily variation, and long-range de-
pendence. All these effects collide with the assumption of independent and
identically distributed observations which is the base for the statistical meth-
ods presented in Chapters 3 and 5. However, the different effects are linked
to different time scales. Hence, whether we need to primarily cope with non-
stationarity or long-range dependence in the measurement data depends on
the considered interval length.

The evaluations presented in Part III are based on traffic measurement
time series with an interval length of five minutes. If we consider a sequence
of several time-series values, the influence of daily variation is visible as
a local trend. Thus, correlation between distant observations mainly goes
back to systematic changes while long-range dependence may explain some
of the remaining correlation. On the other hand, considering the correlation
with the most recent observations is the most important for calculating one-
step-ahead forecast values (cf. Section 4.3.2). Therefore and because of the
results published for various AR(I)MA models (see Section 6.4), we expect
that robust forecasting methods, such as exponential smoothing, work fine
with the given time series.

As discussed in the preceding section, long-range dependence is expected
to have a similar effect as non-stationarity when PCA is applied to multi-
variate traffic measurement data. In comparison, we assume that the effect
of seasonal variation due to different day and night regimes will be much
larger than the effect of long-range dependence.

Roughan [Rou09] has shown that long-range dependence may be bene-
ficial for the anomaly detection. Additional studies would be useful to con-
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firm whether this observation holds under different assumptions, for example
in the case of anomalies which are superimposed on long-range dependent
background traffic in an additive manner.



Part III

APPLICATION AND EVALUATION





7. EVALUATION SETUP AND ANALYZED DATASET

7.1 Introduction

In the next chapters, we apply and evaluated different residual generation
and change detection methods to multivariate traffic measurement time se-
ries. These time series are derived from flow data collected in real networks.
All detected anomalies have happened in reality, which means that we do
not use any simulated or synthetically generated attack traffic as done in
some related publications. Although the analyzed flow data is historic and
was collected in 2006, we assume that it is still quite representative for traffic
in today’s networks. In Section 7.2, we give some more details about the
network where the flow records have been collected.

We store the flow records in a database which allows us to flexibly gener-
ate time series of different metrics and of different parts of traffic as explained
in Sections 7.3 and 7.4. The studied residual generation and change detec-
tion methods have been implemented as GNU Octave functions as described
in Section 7.6. This approach allows us to conveniently try out various pa-
rameter settings on the same dataset obtaining reproducible and directly
comparable results.

Despite the fact that our evaluation is performed offline, the applied
anomaly detection methods work in an online fashion, which means that they
sequentially evaluate time-series value and eventually raise an alarm without
considering future observations. Hence, the anomaly detection methods can
be easily implemented as part of a real-time traffic analysis system. For
example, we have integrated some of the detection methods as detection
modules into the TOPAS framework presented in Section 2.4.2.

7.2 Analyzed Flow Dataset

The analyzed flow dataset was collected in the Gigabit backbone network of
a regional ISP between September 7 and November 16, 2006. The operation
area of the ISP covers parts of Saarland, Rhineland-Palatinate, Hesse (all
federal states in Germany), Luxembourg, and Belgium. At measurement
time, the offered services ranged from server hosting and colocation to VPNs
and modem, ISDN, and DSL dial-in service. Customers were corporate
clients, local carriers, roaming providers, and small and medium enterprises.
The backbone connected ten points of presence (PoPs) and three peering
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Fig. 7.1: Flow to time series conversion

points in Germany (DENIX, Frankfurt), Belgium (BNIX, Bruxelles), and
Great Britain (LNIX, London).

The measurements were performed at a router using unsampled Cisco
NetFlow version 5 with active and passive flow timeouts set to 150 sec-
onds. The router exported the resulting flow records to a flow-tools collec-
tor [FR00]. The CryptoPAN [XFAM02] algorithm was applied for prefix-
preserving IP address anonymization.

The flow-tools collector saved the NetFlow data in a file-based flow repos-
itory. For further analysis and conversion into time series, we imported the
data into a MySQL database [MyS10].

7.3 Flow to Time Series Conversion

As explained in Section 2.2.2, flow-level measurements produce flow records
with statistics about the observed packet flows. Flows are distinguished by
flow keys, which typically consist of the IP quintuple. Each flow is reported
in one or multiple flow records depending on the configured timeouts.

In order to convert the collected flow records into time series, we define
a time grid with fixed interval length. Each flow record is associated to
the time interval in which the first packet accounted for the flow has been
observed. For a given time interval, the metric values are derived from
those flow records whose start timestamps fall into the interval. Figure 7.1
illustrates the flow to time series conversion as well as the relationship to
individual packets.

The described assignment of flow records to time intervals would lead to
accurate traffic measurement values if start and end timestamps of each flow
record fell into the same interval. In other cases, we partly account for traffic
that was actually observed in later time intervals. To solve this problem,
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the packet and byte counts reported in a flow record could be proportionally
distributed to the concerned intervals. However, as we do not know the exact
arrival times and lengths of the packets, this distribution can only be a rough
approximation of the real traffic.

We decide not to distribute record statistics over multiple intervals. In-
stead, we choose an interval length that is twice as long as the longest dura-
tion reported in the records in order to limit possible distortions. The longest
flow duration is bounded by the active timeout of the flow metering process,
which is 150 seconds for the analyzed dataset. Thus, the generated time
series use an interval length of 300 seconds (i.e., five minutes). Five minute
intervals have also be used in many existing publications (e.g., [LCD05]).

By applying a filter to the flow keys, time series can be determined for
a subset of flows, which is illustrated by the gray box in Figure 7.1. For
example, we can produce a time series for ICMP traffic or for TCP traffic
from and to port 80, which is expected to be web traffic.

7.4 Traffic Metrics

We use the term ‘metric’ for a scalar measure of the traffic. Thus, if a single
metric is determined for every time interval, the conversion of flow records
results in a univariate time series. In the case of multiple metrics, we obtain
a multivariate time series.

In order to be appropriate for online anomaly detection, the considered
metrics must fulfil certain requirements:

• The computation of the metrics should be computationally inexpen-
sive.

• The memory requirements of the computation should be constant or
at least increase less than linearly with the number of flow records
per time interval. Ideally, the calculation of a time-series value can be
performed on a stream of flow records without storing every individual
record.

• The metrics must be derived from the flow records of the given time
interval only and must not depend on external data or flow information
from other intervals.

If the above conditions are fulfilled, time-series values can be calculated
efficiently and independently from each other.

The metrics that we consider can be classified into volume metrics
and cardinality metrics. Volume metrics describe the traffic volume. In
our evaluation, we use the total number of bytes, packets, and flow records
counted in the given time interval. Volume metrics can be determined very
easily by summing up the corresponding values of the flow records. Car-
dinality metrics indicate the numbers of distinct values observed for one of
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the flow keys or a combination of several flow keys. In the evaluation, we
use the numbers of distinct source IP addresses, destination IP addresses,
source ports, and destination ports. These cardinality metrics are useful
for detecting scanning activities or distributed attacks because anomalously
high values can be expected in such situations.

Calculating exact values for cardinality metrics requires a hash table
with a distinct entry for every observed flow key value. Hence, the required
memory is proportional to the number of distinct values observed. The
number of distinct values is bounded above by the value range of the flow key.
The problem is that this theoretic boundary may be very high. For example,
the value range of an IP version 4 address field is 232 = 42949672964.

Instead of determining exact cardinality values, we can apply probabilis-
tic counting methods which require a much smaller and constant amount
of memory. Probabilistic counting methods have been proposed by Flajolet
et al. [FM85, DF03, FFGM07] and Whang et al. [WVZT90]. Applications
in the area of network traffic measurements have been discussed by Estan
et al. [EVF03, KME05] and Cormode et al. [CMZ06]. These methods can
be applied if the real-time calculation of the exact cardinality values is to
costly. Note that our evaluation is based on exact values.

Another metric which can be easily obtained but does not belong to the
volume and cardinality metrics is the average flow duration. The average
flow duration is the average difference between the end and start timestamps
of the flows. Including this metric, we consider a set of eight metrics in total.

Some existing approaches make use of entropy values for anomaly detec-
tion [LCD05, BMP07, TBSM09]. The entropy is a metric which describes
the frequency distribution of the observed values of a flow key in a given
time interval. In the case of the Shannon entropy, the entropy takes a value
between 0 and log2 L, where L is the size of the value range (i.e., the number
of possible values). Small entropy values indicate that a few flow key values
appear much more frequently than others. For increasing entropy values, the
frequencies are more and more uniformly distributed. If we know the range
of typical entropy values, anomalously small values as well as anomalously
large values are signs of traffic anomalies.

Before calculating the entropy, the frequency distribution must be deter-
mined for the given flow key. This requires a large hash table maintaining
a counter for every observed flow key value. The calculation of the entropy
itself is based on a quite complex formula, such as H = −∑L

i=1 qi log2 qi in
the case of Shannon (with qi being the relative frequency of the i-th value).
In general, we expect that most entropy anomalies can also be detected in
at least one of the cardinality metrics or volume metrics. Therefore, and
because of the rather high complexity required to calculate entropy values,
we do not use these metrics in our evaluation.
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7.5 Relevant and Irrelevant Anomalies

We do not dispose of a ground truth for the given dataset, meaning that
we do not have any context information about what was happening in the
network at measurement time. However, if an anomaly is detected in a
specific time-series interval, we can inspect the original flow records from
which the time series values have been derived. By comparing the flow
records with those measured in preceding intervals, it is usually possible to
identify changes in the traffic which are responsible for the anomaly.

In order to compare different anomaly detection methods, we classify
the detected anomalies as relevant or irrelevant from the point of view of
the network administrator. An anomaly is considered relevant if it is caused
by harmful or unwanted traffic or severe network problems, such as network
and port scans, password guessing, and network outages. Otherwise, it is
classified as irrelevant.

An anomaly may last for multiple consecutive time-series intervals and
thus may trigger multiple alarms. Therefore, the number of alarms can be
larger than the number of detected anomalies. Unless noted differently, we
consider the number of detected anomalies in the evaluation.

If multiple anomalies overlap, the attribution of an alarm to a single
anomaly may leave room for interpretation. For example, a long lasting
anomaly may be superimposed by another short anomaly, with an alarm
occurring while both anomalies are ongoing. As a general rule, if there are
multiple anomalies in an alarm interval, we assume that the anomaly with
the closest start time is responsible for the alarm. If there are more than
one such anomaly, we prefer a relevant anomaly to an irrelevant anomaly.

In order to avoid confusion, we deliberately do not talk about true alarms
and false alarms as it is often done in the literature (e.g., [BSM09]). In the
context of change detection methods, an alarm is a false alarm if the statis-
tical properties of the monitored variable have not changed. As we do not
examine the output of a stochastic process with well known properties, we
cannot distinguish between true and false alarms. Moreover, the classifica-
tion in true and false alarms is unrelated to the distinction of relevant and
irrelevant alarms according to this definition.

7.6 Implementation Details

The import of the flow records from the flow-tools files into the MySQL
database is realized with a small Python script [Pyt10]. In the database,
flow records are saved as rows in tables covering 30 minutes of flow data
each. This partitioning provides a rough temporal classification of the flow
records without using a database index. Further, it simplifies copy, move,
and delete operations on parts of the data.
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Another Python script has been implemented for generating measure-
ment time series for the eight traffic metrics introduced in Section 7.3,
namely the numbers of bytes, packets, flow records, distinct source and
destination IP addresses, distinct source and destination port numbers, and
the average flow duration. All these metrics can be easily obtained with
SQL (Structured Query Language) queries. Filters can be optionally added
with SQL WHERE clauses. Hence, the generation of the time series requires
a single SQL query per table. The result is saved in a text file.

GNU Octave [GNU10], an open-source Matlab clone, turned out to be a
suitable environment for analyzing the statistical properties of time series.
Octave also enables us to implement and evaluate various residual generation
and change detection methods with low programming effort. For our eval-
uation, we have implemented the Shewhart, CUSUM, and EWMA control
charts as detection methods. In addition, we have programmed various resid-
ual generation methods, such as exponential smoothing and Holt-Winters
forecasting, and principal component analysis. With the implemented Oc-
tave functions, we are able to combine different residual generation and
change detection methods and to apply them with configurable parameter
settings to traffic measurement time series.

Storing flow records in a database facilitates the root cause analysis
thanks to the capabilities of the query languages, such as SQL. Root cause
analysis aims at the identification of those flows that have contributed the
most to a detected traffic anomaly. For example, database queries allow us
to group the flow data by the source IP addresses in order to determine
hosts that emit large amounts of packets or bytes, or that send packets to
a large number of distinct destination IP addresses. By applying additional
filters, we can narrow down the group of responsible flows and determine
the corresponding destination IP addresses or port numbers. Knowledge
about the responsible flows helps us to explain the cause of the detected
anomaly, such as the start of a large data transfer between to hosts or
scanning activity.

In Chapter 10, we present various algorithms which automate the identi-
fication of frequent anomaly causes. The algorithms rely on short sequences
of SQL queries and have been implemented in Python scripts as well.



8. EVALUATION OF RESIDUAL GENERATION AND

CHANGE DETECTION METHODS

8.1 Introduction

In this chapter, we evaluate the applicability of the modeling and residual
generation methods presented in Chapters 4 and 5, as well as the detec-
tion of anomalies using control charts as introduced in Chapter 3. For this
purpose, we consider the dataset presented in Section 7.2, which consists of
flow records collected in an ISP backbone network. The flow records are
converted into time series of the following eight metrics using the approach
described in Section 7.3:

• number of bytes, packets, and flow records,

• number of distinct source and destination IP addresses,

• number of distinct source and destination port numbers,

• average flow duration.

In this chapter, the analyzed measurement time series are obtained from all
flows and thus represent the entire IP traffic.

In Section 8.2, we summarize the statistical properties of the time se-
ries. Section 8.3 focuses on residual generation and change detection based
on single metrics. We apply different time-series analysis methods and com-
pare their capabilities to eliminate systematic changes and serial correlation.
Furthermore, we compare three different control charts and evaluate their
appropriateness for detecting anomalies in the residual time series of the
number of bytes. Thereafter, we apply the best setup to the time series of
all eight metrics and discuss which kinds of anomalies can be detected.

Section 8.4 is dedicated to multi-metric residual generation using PCA.
We use batch-mode PCA based on non-robust and robust covariance esti-
mates and apply control charts to time series of the T 2 and T 2

H statistics
as well as to individual y-scores. We compare the results to those obtained
with incremental PCA using EWMA and EWMC estimators for the mean
and covariances.

In Section 8.5, we summarize the results and draw conclusions how to
deploy the considered anomaly detection methods in the most beneficial way.
As will be seen, the main issue is to achieve a large proportion of relevant
alarms that are of interest for the network administrator.
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Tab. 8.1: Sample correlation matrix

Bytes Packets Records Src addr Dst addr Src port Dst port Avg dur

1.0000 0.9838 0.8499 0.6858 0.3863 0.7795 0.7851 −0.5987
0.9838 1.0000 0.8811 0.7363 0.4162 0.8206 0.8267 −0.5901
0.8499 0.8811 1.0000 0.7603 0.5037 0.9317 0.9410 −0.7382
0.6858 0.7363 0.7603 1.0000 0.6509 0.8334 0.7970 −0.3729
0.3863 0.4162 0.5037 0.6509 1.0000 0.6621 0.4774 −0.3281
0.7795 0.8206 0.9317 0.8334 0.6621 1.0000 0.9431 −0.6614
0.7851 0.8267 0.9410 0.7970 0.4774 0.9431 1.0000 −0.6486

−0.5987 −0.5901 −0.7382 −0.3729 −0.3281 −0.6614 −0.6486 1.0000

8.2 Properties of Traffic Measurement Time Series

Figure 8.1 depicts the time series of the eight metrics. In all metrics, we
observe seasonal variation which depends on the time of day. For most
metrics, time-series values are lower at nighttime than at daytime. Only the
average flow duration shows a reverse pattern with lower values during the
day than during the night. In addition to the daily effect, there is a less
pronounced weekly cycle with less traffic on Saturdays and Sundays. On
October 3, which is a public holiday in Germany, we can recognize a slight
decrease compared to the other weekdays as well.

In some intervals, there are isolated peaks in one or more metrics, indicat-
ing traffic anomalies. Most of the time, a peak in one metric coincides with
a peak in another metric. For example, peaks in the number of bytes and
packets often appear in the same time intervals, which suggests that these
two metrics are highly correlated. However, none of the anomalies causes
a peak in all eight metrics simultaneously. None of the metrics exposes the
entire set of anomalies, either. Hence, it seems that different metrics must
be taken into account to detect all kinds of anomalies.

The non-stationarity caused by the seasonal variation reappears in the
sample autocorrelation functions displayed in Figure 8.2. It oscillates with
a period of one day. We also see that the amplitude slightly increases at a
lag of seven days which corresponds to one week. Except for the number of
distinct destination IP addresses, the shape of the autocorrelation plots is
very similar for the different metrics. The comparatively irregular shape of
the destination IP addresses’ sample autocorrelation very probably results
from the long period of anomalous values around November 11, as can be
seen in Figure 8.1. The time series of bytes, packets, and flows show strong
and periodical seasonality which barely decays with increasing lag. For the
number of distinct source and destination IP addresses, the sample autocor-
relation is positive most of the time, which means that there is significant
serial correlation in addition to the seasonality.
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Fig. 8.1: Time series of all IP traffic
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Fig. 8.2: Sample autocorrelation of all IP traffic

Tab. 8.2: Robust correlation matrix

Bytes Packets Records Src addr Dst addr Src port Dst port Avg dur

1.0000 0.9920 0.9290 0.7682 0.7725 0.9109 0.8997 −0.7156
0.9920 1.0000 0.9410 0.8021 0.7992 0.9286 0.9173 −0.7001
0.9290 0.9410 1.0000 0.7973 0.7904 0.9694 0.9650 −0.7888
0.7682 0.8021 0.7973 1.0000 0.9418 0.8561 0.8399 −0.4253
0.7725 0.7992 0.7904 0.9418 1.0000 0.8380 0.8121 −0.4554
0.9109 0.9286 0.9694 0.8561 0.8380 1.0000 0.9800 −0.7351
0.8997 0.9173 0.9650 0.8399 0.8121 0.9800 1.0000 −0.7217

−0.7156 −0.7001 −0.7888 −0.4253 −0.4554 −0.7351 −0.7217 1.0000
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Table 8.1 displays the sample correlation matrix of the metrics. As can
be seen, the numbers of bytes and packets are highly correlated. There is also
a high correlation between these two metrics and the number of flow records.
We also observe a strong correlation between the numbers of distinct source
and destination ports. This is not surprising because TCP and UDP traffic
is usually bidirectional, thus we observe the same numbers as source and
destination ports under normal conditions. However, a glance at the flow
records reveals that several flows are unidirectional, which likely goes back
to asymmetric routing, resulting in only one direction of the traffic being
monitored by the backbone router.

The numbers of distinct source and destination ports are also correlated
to the number of flow records. This phenomenon can be explained by the
fact that client port numbers are ephemeral. For every new connection,
a new client port is typically chosen from the range 49152 to 65535. The
number of duplicate source ports is small as long as the number of parallel
TCP connection and UDP streams is not too large. Indeed, the number
of distinct source ports roughly equals half the number of flow records at
nighttime when the traffic volume is low (see Figure 8.1).

Remarkably, the correlation between the numbers of distinct source and
destination IP addresses is lower than the correlation of any of these metrics
with the number of distinct source ports. The dynamic port assignment
is the reason for dependencies between the numbers of distinct client port
numbers and distinct client IP addresses. The rather low correlation be-
tween source and destination IP addresses is likely caused by the anomaly
in November which has a much larger impact on the destination addresses
than on the source addresses.

The average flow duration is negatively correlated with the other metrics.
This opposed seasonal variation was also observed in Figure 8.1. It seems
that an increase of the overall traffic volume during the day leads to a
decrease of the average flow duration, probably because of increased web
traffic with many short TCP connections.

For comparison, Table 8.2 shows a robust estimation of the correlation
matrix based on the M-estimator with Cauchy-distributed weights presented
in Section 5.3.2. All the non-diagonal elements are larger in magnitude com-
pared to the sample correlation matrix. Having a look at the corresponding
time-series plot in Figure 8.1, the reason becomes clear: extremely high val-
ues occurring between November 11 and November 14 distort the sample
covariance whereas the robust estimation is less affected. This also explains
why we now obtain a much higher correlation between the numbers of source
and destination IP addresses.

Table 8.3 lists the estimated mean and standard deviation for all met-
rics. The robust estimates of the mean, resulting from the M-estimator,
significantly differ from the non-robust sample means. Regarding the stan-
dard deviation, the difference is large for the number of destination IP ad-
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Tab. 8.3: Estimated means and standard deviations

Metric Mean Standard deviation
non-robust robust non-robust robust

Bytes 4.5012 · 108 3.8147 · 108 2.6127 · 108 2.5874 · 108

Packets 9.2803 · 105 7.9939 · 105 4.7596 · 105 4.7253 · 105

Flow records 6.8823 · 104 6.1214 · 104 2.6063 · 104 2.5663 · 104

Source IP addresses 6.1239 · 103 5.7203 · 103 1.4398 · 103 1.3049 · 103

Destination IP addresses 6.5815 · 103 5.7932 · 103 2.6142 · 103 1.3159 · 103

Source ports 1.7596 · 104 1.5797 · 104 5.3262 · 103 5.0154 · 103

Destination ports 1.8171 · 104 1.6529 · 104 5.2840 · 103 5.0700 · 103

Average flow duration 5.5596 5.7617 1.2208 1.2124

dresses, which again is the effect of the anomaly in November. Due to the
non-stationary behavior of the measurement variables, these estimates are
inadequate to characterize the time series. Yet, they give us an impression
of the monitored traffic. For example, an average of 450.120.000 byte per
interval corresponds to a rate of 1.5 megabyte per second, 928.030 packets
per interval to 3093 packets per second. During the day, these values are
much higher.

8.3 Single-Metric Residual Generation and Change

Detection

This section deals with residual generation and detection of changes in the
time series of a single metric. The residual generation is based on univariate
time-series analysis methods, which means that correlation between different
metrics is not taken into account.

8.3.1 Residual Generation Using Time-Series Analysis

Section 8.2 has shown that the measurement time series do not resemble the
output of a stationary random process, mainly because of seasonal effects
which depend on the time of day. As discussed in Section 4.3, the first time-
series analysis step consists in the elimination of such systematic changes.
For this purpose, we evaluated the following deseasoning techniques with
respect to their capability to eliminate the effect of systematic changes from
the measurement time series: seasonal differencing, additive and multiplica-
tive deseasoning, exponential smoothing, and Holt-Winters forecasting.

Seasonal Differencing

As described in Section 4.3, seasonal differencing can be used to trans-
form ‘integrated’ time-series models, such as ARIMA, into stationary (non-
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integrated) models. Residuals of seasonal differencing are determined as
differences of time-series values with a lag that corresponds to the seasonal
period.

We applied differencing at lags of 288 and 2016 to the measurement time
series, which means that we took the difference of time-series values which
are one day or one week apart. As a result, seasonal variation was reduced,
yet the correlation between residual values at a lag of one seasonal period
remained very high. This is because the original time series are not free of
anomalies. An anomalous value at time t0 affects two values in the residual
time series of the seasonal differencing, namely those at t0 and t0 + s, where
s is the seasonal period. These additional peaks may lead to false alarms in
the anomaly detection.

Deseasoning

Deseasoning is based on baseline and seasonal components which are es-
timated offline from training data. The residual time series describe the
deviation from the estimated components. Deseasoning is called ‘additive’
or ‘multiplicative’ depending on whether the seasonal components are added
to or multiplied by the baseline.

We estimated the baseline as well as additive or multiplicative seasonal
components with periods of 288 and 2016 time intervals. The estimation was
based on the first two weeks of measurement data. The residuals were then
calculated for the remaining time-series values. Although the results were
better than those of seasonal differencing, neither additive nor multiplicative
deseasoning produced good residuals. We substituted the sample mean by
the median, which is a more robust estimator of the mean, in order to reduce
the effect of anomalous time-series values on the estimated components.
However, this change did not improve the results. Hence, it seems that
modeling seasonality alone is not sufficient because local variation in the
time series may cause large deviations from the model.

Exponential Smoothing and Holt-Winters forecasting

The motivation for using exponential smoothing and Holt-Winters fore-
casting is not to predict future time-series values but to obtain the one-
step-ahead prediction errors as residual time series. As described in Sec-
tion 4.3.2, exponential smoothing and Holt-Winters rely on exponentially
weighted moving averages estimating the model components. At the begin-
ning, we initialize the components using the first values of the measurement
time-series xt:

• Exponential smoothing: x̂2 = x1

• Holt-Winters: Ls = 0, Ts = 0, and Ii = xi for i = 1, . . . , s
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Fig. 8.3: Residuals of exponential smoothing and Holt-Winters
forecasting

Lt, Tt, and It are Holt-Winters’ mean, trend, and seasonal components; s is
the seasonal period. The residual time series of exponential smoothing starts
at the second time interval: ǫ2 = x2 − x̂2 = x2 − x1. Since the initialization
of Holt-Winters requires s values, the residual time series starts at interval
t = s + 1.

We investigated the residuals of exponential smoothing and Holt-Winters
for different values of the smoothing constants. Figure 8.3 shows the byte
count residuals for three different configurations of exponential smoothing
(α = 1, α = 0.5, and α = 0.1) and one setup of Holt-Winters forecasting
with additive seasonal component (s = 288, α = 0.1, β = 0.001, γ = 0.25).
Exponential smoothing with α = 1 is a special case because it takes the
current value xt as predictor for the next value xt+1. This corresponds to
differencing time-series values with lag 1.
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Tab. 8.4: Mean square of residuals for number of bytes

Metric ES(α = 1) ES(α = 0.8) ES(α = 0.5) ES(α = 0.1) HW

Bytes 5.0 · 1015 4.3 · 1015 3.9 · 1015 8.0 · 1015 5.3 · 1015

Packets 1.3 · 1010 1.1 · 1010 9.3 · 109 2.1 · 1010 1.2 · 1010

Records 3.8 · 107 3.4 · 107 3.1 · 107 7.3 · 107 5.4 · 107

Src addr 3.2 · 105 2.8 · 105 2.5 · 105 3.0 · 105 3.0 · 105

Dst addr 1.5 · 106 1.3 · 106 1.2 · 106 1.6 · 106 1.8 · 106

Src port 2.4 · 106 2.1 · 106 1.9 · 106 3.6 · 106 3.1 · 106

Dst port 3.4 · 106 2.9 · 106 2.5 · 106 4.4 · 106 4.1 · 106

Avg dur 2.3 · 10−1 2.0 · 10−1 1.7 · 10−1 2.4 · 10−1 2.2 · 10−1

Regarding the different settings for exponential smoothing, the seasonal
variation of the mean is not visible any more except for α = 0.1. α = 0.5
provides the best results: Obvious anomalies in the original data appear as
clear impulses whereas the variability during normal traffic is relatively low.
We also studied exponential smoothing with α = 0.8 and obtained larger
background variability between peak values. This visual impression is con-
firmed by the mean square of the residuals, which corresponds to the mean
squared prediction error. The values in Table 8.4 show that exponential
smoothing with α = 0.5 provides the best forecasting for all metrics.

Similar to our examinations of exponential smoothing, we tested vari-
ous parameterizations of Holt-Winters forecasting with different smoothing
constants and seasonal periods of one day and one week (i.e., s = 288 and
s = 2016). However, the residual time series were quite similar to those ob-
tained by exponential smoothing despite the additional complexity of Holt-
Winters forecasting. The parameter setting used in Figure 8.3 effectively
reduces the seasonal variation and exposes various anomalies in the mea-
surement data. For larger α, Holt-Winters resembles more and more simple
exponential smoothing since the fast update of the mean component absorbs
the main part of variation. For smaller α, differences between workday and
weekend become remarkable. The effect of the trend component is negligible
because there is no remarkable trend in the measurements. Smaller values
for γ inhibit that improper initialization values of the seasonal component
are rapidly smoothed away. A seasonal period of 2016 instead of 288 did
not improve the results.

The residual time series are obviously not stationary with respect to
the variance because the variability during the day is much higher than at
nighttime. Since a periodic pattern in the variance is a sign of multiplica-
tive seasonal effects, we also tried Holt-Winters with multiplicative seasonal
components. Yet, we did not achieve any improvement compared to additive
components.
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Fig. 8.4: Sample autocorrelation of the residuals

Regarding the mean square of the residuals, Holt-Winters forecasting
did not yield lower values than exponential smoothing with α = 0.5. As an
example, Table 8.4 shows the values for the parameters used in Figure 8.3.
The probable reason why Holt-Winters forecasting does not outperform ex-
ponential smoothing is the long seasonal period of 288 or 2016 intervals,
respectively. The effect of the seasonal variation on consecutive values is
small compared to the shifts of the baseline component. Furthermore, it is
difficult to obtain good estimates of the seasonal components since we get
only one value per day or week.

Figure 8.4 shows the sample autocorrelation of the original byte count
time-series and the corresponding residual time series. As expected, the
autocorrelation of the residuals attenuates quite quickly. We still observe
oscillation, but with much smaller amplitude.

As a conclusion, we can state that exponential smoothing with α = 0.5
enables the elimination of seasonal variation quite well for all considered
metrics. The differences between the residuals of exponential smoothing
and Holt-Winters forecasting are small without any advantage of the later.
The increased complexity of the Holt-Winters does not improve the results.

8.3.2 Change Detection Using Shewhart, CUSUM, and EWMA
Control Charts with Adaptive Control Limits

We have implemented three different change detection methods to detect
changes in the residual time series: Shewhart control chart of individuals,
CUSUM control chart, and EWMA control chart. In order to compare these
three methods, we apply them to the byte count residual time series of ex-
ponential smoothing and Holt-Winters forecasting. Although the residuals
have much more favorable statistical properties than the original measure-
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ment variables, they cannot be assumed to be stationary and free of serial
correlation during normal traffic. Hence, we cannot calculate control limits
for a predefined false positive rate since the necessary condition of indepen-
dent and identically distributed observations is not fulfilled.

Instead, we vary the parameters of the detection methods to study their
effect on the detection result empirically. The cause of every detected anom-
aly is identified by searching the original flow data for those flows which are
most likely responsible for the traffic change.

As the statistical properties of the residual time series are unknown, we
build the control charts on adaptive control limits based on the moving esti-
mation of the residuals’ standard deviation σ̂. A selection of such estimators
has been presented in Section 4.5. Unless otherwise noted, we used the ex-
ponentially weighted mean square (EWMS) as estimator for σ̂2, assuming
that the residual time series has zero mean (µ = 0).

Shewhart Control Chart

Figure 8.5 shows the original time series of the number of bytes on top
and the Shewhart control charts of the residual time series of exponential
smoothing (α = 0.5) and Holt-Winters (s = 288, α = 0.1, β = 0.001,
γ = 0.25) below. The adaptive control limits at ±6σ̂ are depicted as green
lines in the diagrams; the centerline is zero. The smoothing constant of
the EWMS estimator for σ̂2 is set to ρ = 0.01. The dotted vertical lines
mark alarm intervals in which the residual values fall beyond the control
limits. The residuals of exponential smoothing breach the control limits
fifteen times (two alarms are very close together on early October 6). Apart
from four alarms, the identical set of anomalies is detected in the Holt-
Winters residuals.

Table 8.5 shows the causes of the alarms which have been found by
inspecting the original flow records. As can be seen, all of the anomalies
go back to irregular traffic observed in the network. However, apart from
the anomalous increase in SMTP traffic on October 6, which is certainly
the result of a mailbomb or a flood of spam mails, the detected anoma-
lies seem to be harmless. The first two occurrences of RSF-1 traffic, one
of the HTTP anomalies, and the second increase of SMTP traffic on Oc-
tober 6 are detected in the residuals of exponential smoothing only. The
remaining anomalies are found in both control charts. The RSF-1 traffic
belongs to a high-availability and cluster middleware application by HAC
(High-Availability.Com) [Hig10].

Although most of the detected alarms can be linked to anomalous look-
ing time segments in the byte count time series (see Figure 8.5), some of the
alarms do not coincide with an extremely high or low number of bytes. An
example is the mailbomb which does not cause larger byte counts than ob-
served at normal daytimes. This anomaly would not have been detected by
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Fig. 8.5: Shewhart control chart with control limits ±6σ̂ (ρ = 0.01)

a fixed threshold applied to the original measurement time series. However,
as the mailbomb causes an abrupt and anomalous traffic increase during the
night, it results in a peak value in the residuals exceeding the control limits
of the control chart.

After decreasing the control limits to ±5σ̂, we obtain 16 additional
alarms for exponential smoothing and 19 additional alarms for Holt-Winters.
Only three of these additional alarms are detected in both residual time se-
ries. Most alarms are caused by large HTTP downloads. Some of the alarms
seem to be the result of regular traffic fluctuation since we have not been
able to identify any specific causes. In summary, we can conclude that the
anomalies in the number of bytes are mostly due to harmless traffic, except
the nightly SMTP anomaly.

In order to understand the influence of the standard deviation estima-
tion, we have calculated the Shewhart control limits with other estimators
than EWMS (see Section 4.5) but have not found any notable differences
between the estimates obtained by EWMS, exponentially weighted abso-
lute deviation, and exponentially weighted square successive difference. The
control limits based on exponentially weighted absolute successive difference
deviate from the others and result in some alarms at time intervals where no
obvious deviation from normal traffic can be observed. A probable reason
is the remaining serial correlation in the residuals, which introduces bias to
this estimator.

We have also tested different values of the smoothing constant ρ. For
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Tab. 8.5: Shewhart detection results (limits = ±6σ̂, ρ = 0.01)

Time Cause
08/09 08:05 FTP download (approx. 640 MBytes, likely a CD image)
24/09 18:50 RSF-1 data transfer between two hosts on UDP port 1195
29/09 15:45 HTTP download (approx. 160 MBytes)
06/10 01:45 large amount of SMTP traffic (possibly mailbomb or spam) during

three hours
06/10 02:00 peak of the SMTP anomaly that started 15 minutes before
06/10 13:15 large amount of SMTP traffic from one client to several servers

(maybe another mailbomb or delivery of queued e-mails)
08/10 21:50 RSF-1 data transfer between two hosts on UDP port 1195
11/10 07:25 HTTP download (maximum of 355 MBytes in one interval)
18/10 07:15 HTTP download (maximum of 195 MBytes in one interval)
21/10 19:00 HTTP download (maximum of 524 MBytes in one interval)
26/10 11:05 FTP download
31/10 22:35 FTP upload, increased HTTP and DNS traffic
01/11 18:15 increased HTTP traffic
05/11 21:45 RSF-1 data transfer between two hosts on UDP port 1195
15/11 15:40 HTTP download

larger ρ, the control limits become highly varying with exposed daily pe-
riodicity. As a result, more and more alarms are triggered when the traf-
fic volume increases in the morning hours. Hence, all in all, EWMS with
ρ = 0.01 is a good estimator for adaptive control limits.

CUSUM Control Chart

Our implementation of the CUSUM control chart consists of two CUSUM
decision functions to detect shifts in positive and negative direction (see
Section 3.2.3). Reference value and threshold are configured as multiples
of the standard deviation σ̂ which is estimated by EWMS with smoothing
constant ρ = 0.01 as in the Shewhart control chart

The charts in Figure 8.6 show the maximum of the two CUSUM statis-
tics as well as the adaptive threshold for a reference value of 2σ̂ and a
threshold of 5σ̂. With this setting, CUSUM triggers nine alarms for expo-
nential smoothing residuals and 23 alarms for Holt-Winters residuals. Eight
alarms triggered by the exponential smoothing residuals are also detected in
the Shewhart control chart. In the case of the Holt-Winters residuals, the
CUSUM control chart leads to a couple of new alarms, most of them related
to HTTP and FTP traffic. For some alarms, we have not found any specific
reason.

We have applied the CUSUM control chart with different parameters
without finding any additional anomalies of interest. For small thresholds
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Fig. 8.6: CUSUM control chart with reference 2σ̂ and threshold 5σ̂

and reference values, CUSUM tends to raise many alarms which cannot
be linked to anomalous traffic. Since traffic anomalies in the original time
series typically produce short increases in the residual time series, CUSUM’s
capability to detect small sustained shifts of the mean is of limited utility.
As a result, we do not benefit from CUSUM’s methodological advantage
over the Shewhart control chart. All in all, the CUSUM control chart does
not provide better detection results than the Shewhart control chart for the
given residual time series.

EWMA Control Chart

As a third change detection method, we have implemented the EWMA con-
trol chart which calculates the exponentially weighted moving average of
the residuals and compares it against upper and lower control limits. The
moving average has a smoothing effect which reduces the normal variation
and helps detecting small but sustained shifts of the mean. Since traffic
anomalies are mainly visible as short peaks in our residual time series, we
expect a similar outcome as for the CUSUM control chart, which is that the
properties of the EWMA control chart do not improve the detection results.

With decreasing smoothing constant, EWMA accentuates more and more
the remaining seasonal variation which has not been entirely removed dur-
ing the residual generation. Therefore, we apply the EWMA control chart
with a rather large value of λ = 0.25. As explained in Section 3.3.3, the con-
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Fig. 8.7: EWMA control chart with λ = 0.25

trol limits are ±L
√

λ
2−λ σ̂, where σ̂ is the EWMS estimator of the residuals’

standard deviation, again calculated with smoothing constant ρ = 0.01.

Figure 8.7 depicts the EWMA control charts for the residuals of expo-
nential smoothing and Holt-Winters with control levels L = 5 and L = 6,
respectively. These levels result in a similar number of alarms for both resid-
ual time series. As expected, most of the alarms also appear in the Shewhart
control chart. For narrower control limits, the EWMA control chart gener-
ates additional alarms which mainly go back to large data transfers.

Discussion

Our experimentations show that the CUSUM control chart is not a universal
remedy for traffic anomaly detection problems despite its frequent utilization
in the related work (see Section 3.3.5). In our case, the CUSUM control
chart risks to trigger alarms when evident traffic anomalies are absent. The
EWMA control charts works fine for large smoothing constants (λ = 0.25),
yet without providing better results than the Shewhart control chart of
individuals.

The theoretical advantage of CUSUM and EWMA control charts is their
capability to detect small sustained shifts in the mean. However, we do not
have such shifts in the time series of prediction errors since the forecasting
methods adapt quite quickly to a change in the original measurement vari-
ables. Furthermore, serial correlation is not completely eliminated in the
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residual time series, which may lead to false alarms. Since the Shewhart
control chart of individual considers individual observations, the decision is
not affected by serial correlation.

We use adaptive control limits and thresholds which are based on moving
estimators of the residuals’ standard deviation. The benefit of this approach
is that the detection automatically adapts to the variation in the residuals.
In our implementation, the moving estimators are continuously updated,
even after an anomaly has been detected. As a consequence, control limits
and thresholds are temporarily increased above the normal level which may
inhibit the detection of further anomalies that follow in a short distance.
This problem could be avoided by suspending the update of the estimator
in the case of an alarm, yet at the risk of not accounting for an abrupt
increase of normal variation either.

There is no big difference between the alarms detected in the residuals
of exponential smoothing and Holt-Winters forecasting. This confirms that
simple exponential smoothing is an appropriate residual generation method
for our purpose. Independently of the applied change detection methods,
most of the anomalies detected in the number of bytes go back to harm-
less traffic variation. In the next section, we compare the detection results
obtained for different metrics.

8.3.3 Comparison of Different Metrics

In the preceding subsection, we compared the change detection results of dif-
ferent residual generation methods and control charts considering the byte
count metric. The Shewhart control chart of individuals applied to the resid-
uals of exponential smoothing with α = 0.5 provided good change detection
results, despite of its simplicity. However, most of the detected anomalies
could not be associated with any attack traffic, network failures, or other
events of interest.

In this subsection, we apply the Shewhart control charts with different
control limits to the exponential smoothing residuals of all eight metrics
and identify the causes of the triggered alarms. The smoothing constant for
estimating the residuals’ standard deviation is ρ = 0.01 as before.

As described in Section 7.5, an anomaly is classified as relevant if it can
be associated with a pattern of harmful or unwanted traffic or severe net-
work problems by inspecting the original flow records. Examples of relevant
anomaly causes are network and port scans, password guessing, and network
outages. Irrelevant anomalies are related to large data transfers or traffic
variations caused by regular services, such as DNS. Lacking additional con-
text information, it is possible that we do not always find the actual cause
of a traffic anomaly. Furthermore, our classification into relevant and ir-
relevant anomalies is subjective to a certain extend. For example, some of
the alarms which we classify as irrelevant could still be of interest for the
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network administrator and vice versa. Nevertheless, our classification ap-
proach enables a qualitative comparison of the detection results obtained for
different metrics.

Figure 8.8 shows the numbers of relevant and irrelevant anomalies de-
tected in every metric in dependence of the control limits. If an anomaly
lasts for several time intervals, the residual time series may cross the control
limits multiple times, causing more than one alarm. Such anomalies are
counted only once. In the given setup, there is no big difference between
anomaly counts and alarm counts since exponential smoothing in combina-
tion with adaptive thresholds rarely leads to multiple alarms triggered by the
same anomaly. The control limits decrease from ±7σ̂ to ±5σ̂. As expected,
the numbers of relevant and irrelevant anomalies increase with decreasing
control limits. In those cases where limits at ±5σ̂ yield more relevant than
irrelevant anomalies, we also evaluate ±4σ̂ to depict the further trend.

We are interested in metrics which allow detecting a large number of
relevant anomalies while the number of irrelevant anomalies is small. As can
be seen in Figure 8.8, byte and packet counts do not fulfill this criterion since
most of the anomalies are classified irrelevant regardless of the control limits.
On the other hand, the majority of the anomalies found in the destination
IP addresses and source ports are relevant for the considered range of control
limits. The remaining metrics yield more relevant anomalies than irrelevant
anomalies as long as the control limits do not fall below a certain level.

Now, we have a closer look at the anomalies detected with adaptive
thresholds at ±6σ̂. In this case, the largest number of anomalies is trig-
gered by the byte count time series (14), yet only 2 are classified as relevant
(14%). The largest proportion of relevant anomalies is found in the num-
ber of distinct source ports (100%), destination IP addresses (88%), and
source IP addresses (75%). The identified causes of the relevant anomalies
are listed in Table 8.6. The bit vector in the last column indicates by 1s
in which metrics each anomaly is detected, using the same ordering as be-
fore: bytes, packets, records, source addresses, destination addresses, source
ports, destination ports, average duration. In the following, we summarize
and interpret the results for every metric:

Byte count: This metric causes the largest number of anomalies. Most of
them go back to individual large data transfers (HTTP, FTP, RSF-1).
There is only one event of interest: the enormous increases of SMTP
traffic on October 6, likely caused by a mailbomb or spam. This
anomaly does not cause any significant changes in any other metric.
Therefore, we would risk to miss this alarm if we exempted the byte
count time series from change detection.

Packet count: Six anomalies are found in this metric. As for the byte
count, most of the anomalies are caused by large data transfers. The
two anomalies classified as relevant are also detected in three other
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Fig. 8.8: Alarms of Shewhart control chart with adaptive control limits
applied to ES residuals
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Tab. 8.6: Relevant anomalies detected by Shewhart control chart with
adaptive control limits applied to ES residuals

Time Cause Metrics
08/09 17:00 - 08/09 17:10 SMB network scan 00001000
10/09 02:25 - 10/09 02:25 SSH password guessing 00000101
10/09 07:15 - 10/09 07:15 Network failure 01100110
14/09 17:00 - 14/09 17:25 SSH password guessing 00000100
17/09 00:40 - 17/09 00:50 SSH password guessing 00000010
23/09 17:50 - 23/09 18:15 SSH password guessing 01100110
26/09 01:20 - 26/09 01:50 SSH password guessing 00000110
03/10 04:20 - 03/10 05:40 SSH password guessing 00100111
06/10 01:45 - 06/10 04:00 SMTP (mailbomb) 10000000
06/10 10:10 - 06/10 10:10 End of an SMB network scan 00001000
06/10 13:15 - 06/10 13:20 SMTP (mailbomb) 10000000
06/10 17:00 - 07/10 12:25 SMB network scan 00001001
18/10 08:20 - 18/10 08:45 Port scan 00100010
18/10 08:50 - 18/10 08:50 End of port scan 00000010
05/11 14:55 - 05/11 15:00 Port scan 00100000
10/11 08:05 - 10/11 08:30 HTTPS network scan 00001000
10/11 08:50 - 10/11 09:10 HTTPS network scan (cont.) 00001000
10/11 18:10 - 11/11 00:50 HTTPS network scan (cont.) 00010000
11/11 12:35 - 11/11 14:25 HTTPS network scan (cont.) 00010000
11/11 20:20 - 11/11 21:20 HTTPS network scan (cont.) 00010000
11/11 22:05 - 12/11 01:45 HTTPS network scan (cont.) 00010000
12/11 09:00 - 12/11 10:00 HTTPS network scan (cont.) 00010000
12/11 22:40 - 13/11 06:35 HTTPS network scan (cont.) 00010000
14/11 16:15 - 14/11 17:10 ICMP network scan 00001000
15/11 10:00 - 15/11 10:50 ICMP network scan 00001000
16/11 11:05 - 16/11 11:50 ICMP network scan 00001000
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metrics, namely in the number of records, source, and destination
ports. Thus, we can exempt the packet count time series from change
detection without losing any relevant anomalies.

Record count: Nine anomalies are detected in the time series of this met-
ric. Five of them are classified as relevant and go back to a network
failure, port scans, and large numbers of failed SSH login attempts.
The failed login attempts are very probably caused by brute-force pass-
word guessing. Four relevant anomalies are also detected in other met-
rics among which we always find the number of distinct destination
ports. The remaining port scan is not detected in any other metric,
even after reducing the control limits to ±4σ̂. The reason is that each
of the 5,400 concerned ports is scanned multiple times, resulting in a
much larger increase in the number of records than in the number of
distinct destination ports. The irrelevant alarms are caused by HTTP
traffic.

Distinct source addresses: Six out of eight anomalies are classified as
relevant because they can be linked to the long-lasting HTTPS net-
work scanning activities of a single host. A large number of source
addresses is not a usual sign for a network scan. In the alarm inter-
vals, however, the number of flows returned from the scanned hosts
is increased. For the irrelevant alarms, we could not find any other
reason than an increased number of flows caused by DNS traffic. Since
the relevant anomalies are detected in other metrics as well, this metric
is dispensable.

Distinct destination addresses: We get eight relevant anomalies which
all go back to TCP and ICMP network scanning activities. The only
irrelevant alarm is caused by increased DNS traffic. Hence, the number
of distinct destination addresses is an important and reliable metric
to detect scans.

Distinct source ports: We obtain a ratio of 100 percent relevant alarms
for this metric. One of the anomalies is caused by a network failure,
the others are provoked by SSH password guessing. Thus, this metric
is very useful to detect password guessing.

Distinct destination ports: Six out of ten anomalies are classified as rel-
evant. As causes, we identify SSH password guessing, a port scan, and
a network failure. The irrelevant alarms go back to DNS anomalies.

Average flow duration: For this metric, we get only four alarms with
different causes: an HTTP anomaly, two SSH password guessing at-
tempts, and an SMB network scan. Since the relevant anomalies are
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detected in other metric as well, this metric can be omitted from the
anomaly detection without missing any important events.

In summary, the numbers of bytes and packets turn out to be the metrics
with the least interesting detection results. It is much more interesting to
detect changes in the number of source and destination addresses and ports.
Just like the number of records, these metrics allow detecting different kinds
of scans and SSH password guessing, yet with a much smaller number of
irrelevant alarms. Monitoring the average flow duration is not very useful,
at least if the entire IP traffic is considered. Since regular variation in DNS
traffic is responsible for multiple irrelevant anomalies, filtering out traffic
from and to UDP port 53 (which is the well-known port for DNS) would
very likely decrease the number of irrelevant anomalies, in particular in the
case of the cardinality metrics.

8.3.4 Constant Control Limits

Up to now, we have used control charts with adaptive control limits based
on moving estimators of the standard deviation. The advantage of this
approach is that no a-priori knowledge about the statistical properties of
the measurement variables is required. The objective of this subsection is
to evaluate how the detection results change if control charts with constant
control limits are deployed. For this purpose, we use the first two weeks of
the measurement time series as training data and the remaining observations
for anomaly detection

From the training data, we estimate the mean and standard deviation
of each measurement variable. With these estimates, we standardize the
measurement time-series in order to obtain values that are more or less in
the same value range. Next, we apply exponential smoothing with α = 0.5
for residual generation. The resulting residual time series serve as input to
the Shewhart control chart of individuals with constant control limits.

Figure 8.9 displays the anomaly counts in dependence of the control
limits varied from ±3 to ±1.6. In the case of the source and destination
IP addresses, the numbers of alarms are significantly larger than the dis-
played numbers of anomalies. The reason is that many repeated alarms are
triggered during the long-lasting HTTPS network scan in November which
proceeds with varying intensity. We also observe that alarms are often trig-
gered at the beginning of an anomaly and after it has ended because a
peak occurs in both intervals of the residual time series. In this case, both
alarms are accounted as relevant anomalies, which results in slightly higher
numbers of anomalies compared to the control charts with adaptive control
limits where the second peak is usually not detected due to increased control
limits.

The numbers of relevant and irrelevant anomalies detected in the desti-
nation IP addresses do not increase monotonically with decreasing control
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Fig. 8.9: Alarms of Shewhart control chart with constant control limits
applied to ES residuals
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limits. The reason is that we only account those time intervals as alarms
where the residual value crosses one of the control limits. If two events over-
lap or occur directly one after the other, it may happen that the residual
value stays above the control limits and thus does not trigger a new alarm.

A comparison of the different metrics leads to similar conclusions as
the control charts with adaptive control limits. The numbers of distinct
destination IP addresses and source ports are the most interesting metrics,
mainly due to their sensitivity to network scans. The proportion of relevant
anomalies is also very high for the number of distinct source IP addresses.
However, nearly all of them are related to different phases of the HTTPS
network scan. With adaptive control limits, we detected several password
guessing attacks in the same metric, which we do not find now. In total, we
detect a few additional relevant anomalies which have not been found with
adaptive control limits, while some previously detected ones are missing.

Setting appropriate values for the constant control limits is not easy.
Even though we have standardized the original measurement variables, the
different metrics trigger very different numbers of alarms. The reason is that
the applied standardization assumes normality and stationarity. Control
charts with adaptive control limits are much easier to use as they neither
require as much tuning of the control limits nor any training data to estimate
the standard deviation.

8.4 Multi-Metric Residual Generation and Change

Detection

In this section, we deploy PCA techniques for multi-metric residual gen-
eration and change detection. In contrast to the single-metric approach,
multiple metrics are jointly taken into consideration, which allows detecting
changes in the correlation structure of the measurement variables.

As explained in Chapter 5, PCA is tightly coupled with the covari-
ance matrix. In our case, the original variables are measured in different
units. Therefore, we apply PCA to standardized measurement time series,
which means that we first subtract the average and divide the result by the
estimated standard deviation. This approach has been described in Sec-
tion 5.3.1, where we have also mentioned that the covariance matrix of the
standardized time series is equal to the correlation matrix of the original
variables.

In a first step, we apply conventional batch-mode PCA to the measure-
ment time series. Thereby, we compare the results obtained with the sample
mean and correlation matrix to those resulting from the M-estimator mean
and correlation matrix. The later estimates are more robust against outliers
in the training data. Secondly, we deploy incremental PCA which is based
on the EWMC estimator.
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8.4.1 Batch-Mode PCA

Batch-mode PCA requires training data to calculate the PCs. For our evalu-
ation, we use the first two weeks of the measurement time series for training
and the remaining data for change detection.

As mentioned in Section 5.3.2, the conventional sample covariance and
correlation matrices are susceptible to outliers. Depending on the frequency
and intensity of outliers and anomalies in the training data, the PCs deviate
from the correlation structure of normal traffic. Therefore, we also use
robust estimates of the M-estimator family with Cauchy-distributed weights
and compare the PCA results to those obtained with the sample mean and
correlation matrix.

In the following, we discuss the differences between the two estima-
tion approaches. Then, we evaluate the detection results obtained with
Hotelling’s T 2 statistic and Hawkins’ T 2

H statistic. Thereafter, we apply the
Shewhart control chart to the time series of individual y-scores and examine
the triggered alarms. Finally, we combine batch-mode PCA and exponential
smoothing in the residual generation process and evaluate if this approach
has any benefits.

Comparison of Sample and M-estimator Mean and Correlation
Matrix

Mean, standard deviation, and correlation matrix estimated from the train-
ing data are shown in Table 8.7. As can be seen, the statistical properties
of the training data are similar to the properties of the entire measurement
time series, which we discussed in Section 8.2. Comparing non-robust and
robust estimates, we observe again that the non-diagonal elements are larger
in the case of the robust correlation matrix. Sample mean and M-estimator
mean are slightly different whereas the standard deviation values do not
differ much.

Table 8.8 shows the eigenvalues and the corresponding eigenvectors in
the form of w-vectors for the sample correlation matrix and the M-estimator
correlation matrix. The eigenvalues are also depicted in the scree plot of
Figure 8.10. As can be seen, the eigenvalues are quite similar for both
correlation matrices. There is one knee at the second PC and another at
the forth PC. Hence, if we decided on the number of retained PCs using the
scree test, we would keep the first two or the first four PCs.

A quantitative comparison of the non-robust and robust eigenvalues and
PCs is problematic because they reflect differently standardized time series.
Nevertheless, we observe that the differences are quite small. Although the
absolute values of the loadings differ, the relative order of the standardized
measurement variables with highest weights is the same for most PCs, in-
dependently of whether the non-robust or robust estimates are used. The
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Tab. 8.7: Statistics of the training data

Mean and standard deviation
Metric Mean Standard deviation

non-robust robust non-robust robust

Bytes 4.2080 · 108 3.5150 · 108 2.5364 · 108 2.4712 · 108

Packets 8.6378 · 105 7.3624 · 105 4.6356 · 105 4.5257 · 105

Flow records 6.2194 · 104 5.6394 · 104 2.4348 · 104 2.4830 · 104

Source IP addresses 5.2408 · 103 4.9404 · 103 1.0728 · 103 9.9599 · 102

Destination IP addresses 5.3981 · 103 5.0162 · 103 1.1806 · 103 1.0422 · 103

Source ports 1.5747 · 104 1.4448 · 104 4.7730 · 103 4.8481 · 103

Destination ports 1.6480 · 104 1.5219 · 104 4.7489 · 103 4.7918 · 103

Average flow duration 5.7305 5.7356 1.5424 1.5094

Sample correlation matrix
Bytes Packets Records Src addr Dst addr Src port Dst port Avg dur

1.0000 0.9909 0.9160 0.8359 0.7394 0.9202 0.9213 −0.5427
0.9909 1.0000 0.9247 0.8497 0.7523 0.9342 0.9356 −0.5238
0.9160 0.9247 1.0000 0.7697 0.6847 0.9579 0.9541 −0.6387
0.8359 0.8497 0.7697 1.0000 0.9148 0.8267 0.8176 −0.3962
0.7394 0.7523 0.6847 0.9148 1.0000 0.7272 0.7227 −0.3645
0.9202 0.9342 0.9579 0.8267 0.7272 1.0000 0.9795 −0.5438
0.9213 0.9356 0.9541 0.8176 0.7227 0.9795 1.0000 −0.5158

−0.5427 −0.5238 −0.6387 −0.3962 −0.3645 −0.5438 −0.5158 1.0000

Robust M-estimator correlation matrix
Bytes Packets Records Src addr Dst addr Src port Dst port Avg dur

1.0000 0.9947 0.9504 0.8698 0.8547 0.9470 0.9478 −0.5980
0.9947 1.0000 0.9543 0.8792 0.8640 0.9543 0.9551 −0.5798
0.9504 0.9543 1.0000 0.8209 0.8131 0.9709 0.9685 −0.6688
0.8698 0.8792 0.8209 1.0000 0.9712 0.8627 0.8564 −0.4428
0.8547 0.8640 0.8131 0.9712 1.0000 0.8501 0.8439 −0.4475
0.9470 0.9543 0.9709 0.8627 0.8501 1.0000 0.9853 −0.5915
0.9478 0.9551 0.9685 0.8564 0.8439 0.9853 1.0000 −0.5696

−0.5980 −0.5798 −0.6688 −0.4428 −0.4475 −0.5915 −0.5696 1.0000
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Tab. 8.8: Eigenvalues and w-vectors

PCA applied to sample correlation matrix
i 1 2 3 4

Eigenvalue 6.5046 0.7805 0.4441 0.1399
Bytes 0.1481 −0.0027 −0.2725 1.6248
Packets 0.1493 −0.0375 −0.2951 1.3157
Records 0.1471 0.2047 −0.3312 −0.7574
Src addr 0.1382 −0.3996 0.5157 0.1075
Dst addr 0.1268 −0.4652 0.9037 −0.4095
Src port 0.1487 0.0274 −0.3767 −1.0224
Dst port 0.1480 −0.0003 −0.4454 −0.9830
Avg dur −0.0928 −0.9278 −0.7465 −0.0961

i 5 6 7 8

Eigenvalue 0.0699 0.0338 0.0193 0.0076
Bytes −0.4644 0.4112 −0.1963 7.5305
Packets −0.3407 0.2200 −0.1645 −8.5828
Records −0.8597 −4.3577 0.2807 0.4267
Src addr 2.8532 −1.2618 0.6193 0.2867
Dst addr −2.1621 0.5820 −0.3012 −0.0036
Src port 0.5546 1.6943 −5.2199 0.3165
Dst port 0.1043 2.2547 4.8810 0.3036
Avg dur −0.3029 −0.6710 −0.2029 0.3070

PCA applied to robust M-estimator correlation matrix
i 1 2 3 4

Eigenvalue 6.8392 0.7040 0.2960 0.0908
Bytes −0.1428 −0.0142 0.3378 2.0049
Packets −0.1433 −0.0514 0.3557 1.7038
Records −0.1421 0.1538 0.5102 −0.6683
Src addr −0.1340 −0.3911 −0.8884 −0.0747
Dst addr −0.1327 −0.3832 −1.0044 −0.3569
Src port −0.1428 −0.0118 0.4742 −1.3720
Dst port −0.1423 −0.0387 0.5702 −1.2722
Avg dur 0.0938 −1.0451 0.7272 0.0121

i 5 6 7 8

Eigenvalue 0.0294 0.0219 0.0140 0.0044
Bytes 0.0302 −0.8826 −0.1276 9.9855
Packets −0.0297 −0.3933 −0.3211 −11.130
Records −2.1866 5.1515 0.3467 0.8050
Src addr 3.6920 2.4389 0.5016 0.2805
Dst addr −3.6913 −1.7176 −0.1689 0.0370
Src port 1.0702 −1.7289 −6.0991 0.3935
Dst port 0.8174 −2.4151 5.7801 −0.0397
Avg dur −0.3913 0.6159 −0.2023 0.4095
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Fig. 8.10: Scree plot of batch-mode PCA

largest differences occur for PC5 and PC6.

Figures 8.11 and 8.12 display the y-score time series. The vertical lines
indicate the end of the first two weeks which are used to estimate mean and
covariance matrix. As can be seen, there is no big difference between the
y-scores of non-robust and robust estimation, apart from a change of sign
in some PCs.

PC1 covers the daily variation which is common to all metrics and con-
tributes by far the largest part of variability in the data. As shown in Ta-
ble 8.8, the loadings of non-robust and robust estimation are almost equal,
yet with reversed signs. The sign of the average flow duration differs from
the other measurement variables since the duration, in contrast to the other
metrics, oscillates between low values at daytime and high values at night-
time.

PC2 gives the highest loadings to the average flow duration, followed
by the numbers of distinct source and destination IP addresses. Anoma-
lous values mainly occur around November 11, where we also observe an
extremely large number of destination IP addresses in Figure 8.1. In addi-
tion to this very prominent anomaly, PC3 and PC5 show a change around
October 6 when the mailbomb occurs. The time series of PC4 does not ex-
pose any large spikes. PC6, which is dominated by the numbers of records
and source addresses, has one large peak on October 31 around 11pm in the
night, where we discovered a large number of HTTP and DNS flow records
in Section 8.3.3.

PC7 is essentially the difference between the numbers of source and
destination ports, which are usually positively correlated as discussed in
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Fig. 8.11: y-scores of batch-mode PCA based on sample correlation
matrix



8.4. Multi-Metric Residual Generation and Change Detection 131

Fig. 8.12: y-scores of batch-mode PCA based on M-estimator
correlation matrix
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Fig. 8.13: Sample autocorrelation of y-scores in the training period
(sample correlation matrix)

Fig. 8.14: Sample autocorrelation of y-scores in the detection period
(sample correlation matrix)
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Section 8.2. PC8 is the difference of the standardized byte and packet counts,
again two metrics with positive correlation under normal conditions. The
corresponding y-score time series look quite stationary and random with a
couple of peaks where the usual correlation relationships seem to be violated.

The sample autocorrelation plots of the y-scores look very similar for
the non-robust and robust case. Therefore, we only show the autocorre-
lation functions of the y-scores determined with sample mean and sample
correlation matrix in Figures 8.13 and 8.14. Figure 8.13 depicts the sample
autocorrelation for the first two weeks, which is the training period, con-
firming that seasonal variation is mainly present in the first PC. A certain
dependency on the time of day is also present in PC2 whereas PC6 oscil-
lates with double frequency and thus resembles a second harmonic. The
remaining PCs are principally affected by serial correlation.

The sample autocorrelation plots in Figure 8.14 relate to the detection
period (i.e., all but the first two weeks). The differences to Figure 8.13
indicate that the statistical properties of the y-scores do not remain the
same. Stronger serial correlation causes a shift towards positive values in all
PCs while the first PC is still dominated by daily variation. The long-lasting
anomaly in November can be made responsible for this change.

The overall outcome of batch-mode PCA is not surprising. The daily
variation which is common to all metrics is covered by the first PC, contain-
ing more than 80 percent of the entire variability. The PCs belonging to the
smallest eigenvalues contribute random variability and a few isolated anom-
alies. In the y-score time series of the robust correlation matrix, some of the
anomalies are more exposed than in the y-score time series of the sample
correlation matrix. However, the differences between non-robust and robust
estimation are small, probably because there are not any large anomalies in
the two weeks of training data.

Change Detection Using T 2 and T 2
H Control Charts

Section 5.2.3 explained Hotelling’s T 2-test as a method to detect outliers in
multivariate data. The first and second plot in Figure 8.15 depict the time
series of the T 2 statistic of non-robust and robust PCA. The third plot shows
the T 2

H statistic which is calculated for the last four PCs only (i.e., PC5 to
PC8). As mentioned in Section 5.2.4, the Hawkins’ statistic is calculated
like the T 2 considering the residual PC subspace only. T 2

H serves for testing
if an observation can be adequately characterized by the retained PCs (i.e.,
PC1 to PC4). The y-axis is scaled logarithmically because the difference
between the anomalous values around November 11 and the normal value
range is extremely large.

As can be seen, the time series are very similar in shape. In particular,
we find the same intervals with anomalously high values in all three plots.
T 2 of robust PCA shows slightly higher values in anomaly intervals than the
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Fig. 8.15: T 2 and T 2
H

control charts
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Fig. 8.16: Sample autocorrelation of T 2 and T 2
H

statistics

non-robust T 2 while the ranges of normal variation are more or less identical.
This suggests that the detectability of anomalies might be improved with
robust PCA. The similarity between T 2 and T 2

H shows that anomalies in the
T 2 time series are mainly caused by large values in the PCs of the residual
subspace.

Figure 8.16 displays the sample autocorrelation functions of the three
time series separately for the training period (first two weeks) and the de-
tection period (last eight weeks). During the training period and for small
lags, the sample autocorrelation of the robust T 2 and T 2

H statistic is slightly
larger than the corresponding values of the non-robust T 2 statistic. Apart
from this, the curves are very similar in shape and magnitude. The most
interesting observation is the absence of any periodic pattern which could be
related to daily variation. This means that the calculation of the T 2 and T 2

H

statistics allows eliminating seasonality. It is even not necessary to omit the
first PC which models the common seasonal variation because its influence
on the T 2 statistic is very small compared to the effect of non-systematic
changes which appear in multiple PCs.

To construct a control chart, an appropriate upper control limit is re-
quired. A lower control limit does not exist because of the quadratic form
of T 2. The control limits introduced in Section 5.2.4 assume that the distri-
bution of the original variables is multivariate normal, which is not fulfilled
in our case. Hence, we have to set the control limit empirically.

A control limit of 150 is shown as a green horizontal line in the non-robust
T 2 control chart in Figure 8.15. For the robust T 2 and T 2

H control charts,
we show the control limit at 200 which results in a comparable number



136 8. Evaluation of Residual Generation and Change Detection Methods

Fig. 8.17: Relevant and irrelevant anomalies of T 2 and T 2
H

control
charts

of alarms. Between 37 (non-robust T 2) and 44 (robust T 2
H) of the detected

anomalies are classified as relevant. At the same time, the robust T 2
H control

chart triggers alarms for 11 irrelevant anomalies. In the case of the non-
robust and robust T 2 control charts, the numbers of irrelevant anomalies
are 21 and 29, respectively.

Table 8.9 lists the times and causes of the relevant anomalies. Crosses
in the column ‘non-rob.’ mark the anomalies detected with the non-robust
T 2 control chart. The robust T 2 and T 2

H control charts allow detecting the
same set of relevant anomalies, which are marked in the column ‘robust’.
Most of the relevant anomalies were also discovered in the individual metrics
with help of the Shewhart control chart (see Table 8.6). There are a few
new alarms, mainly caused by ICMP network scans during the last days of
the measurement period. Variation in DNS traffic is responsible for many
irrelevant alarms. However, there are three DNS anomalies which are clas-
sified as relevant. On November 4, a DNS server stops responding twice; on
November 12, a DNS server is flooded by many packets from two hosts.

The plots in Figure 8.17 show the numbers of relevant and irrelevant
anomalies of non-robust and robust T 2 and T 2

H control charts in depen-
dence of the control limit. The number of detected anomalies increases for
decreasing control limits. At a certain control limit, the number of irrele-
vant anomalies exceeds the number of relevant anomalies. At this point, we
obtain about 40 relevant anomalies in all control charts.

Regarding Figure 8.17, there is no big difference between T 2 and T 2
H

control charts apart from a shift towards smaller control limits which can
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Tab. 8.9: Relevant anomalies detected by T 2 and T 2
H

control charts

Time Cause non-rob. robust
05/10 11:35 - 06/10 10:05 SMB network scan X
05/10 12:00 - 05/10 12:00 MS-SQL network scan X
06/10 01:45 - 06/10 04:00 SMTP (mailbomb) X X
06/10 08:05 - 06/10 08:05 VNC network scan X
06/10 09:30 - 06/10 09:30 DCE network scan X
06/10 10:05 - 06/10 10:20 SSH scan, password guessing X
06/10 17:00 - 07/10 12:25 SMB network scan X X
18/10 08:20 - 18/10 08:45 Port scan X X
04/11 22:20 - 04/11 22:55 DNS server problem X X
04/11 23:10 - 04/11 23:10 DNS server problem X
10/11 08:05 - 10/11 08:30 HTTPS network scan X X
10/11 08:50 - 10/11 09:10 HTTPS network scan (cont.) X X
10/11 09:35 - 10/11 11:35 HTTPS network scan (cont.) X X
10/11 16:25 - 10/11 18:00 HTTPS network scan (cont.) X X
10/11 18:10 - 11/11 00:50 HTTPS network scan (cont.) X X
11/11 01:30 - 11/11 01:45 HTTPS network scan (cont.) X X
11/11 05:35 - 11/11 10:20 HTTPS network scan (cont.) X X
11/11 12:20 - 11/11 12:25 HTTPS network scan (cont.) X X
11/11 12:35 - 11/11 14:25 HTTPS network scan (cont.) X X
11/11 14:40 - 11/11 19:40 HTTPS network scan (cont.) X X
11/11 20:20 - 11/11 21:20 HTTPS network scan (cont.) X X
11/11 22:05 - 12/11 01:45 HTTPS network scan (cont.) X X
12/11 02:00 - 12/11 06:50 HTTPS network scan (cont.) X X
12/11 09:00 - 12/11 10:00 HTTPS network scan (cont.) X X
12/11 10:45 - 12/11 12:10 HTTPS network scan (cont.) X X
12/11 19:20 - 12/11 19:45 DNS flood X X
12/11 22:40 - 13/11 06:35 HTTPS network scan (cont.) X X
13/11 07:30 - 13/11 09:05 HTTPS network scan (cont.) X X
13/11 09:30 - 13/11 09:55 HTTPS network scan (cont.) X X
13/11 10:05 - 13/11 10:05 HTTPS network scan (cont.) X X
14/11 16:15 - 14/11 17:10 ICMP network scan X X
14/11 18:10 - 14/11 19:15 ICMP network scan X X
15/11 10:00 - 15/11 10:50 ICMP network scan X X
15/11 11:40 - 15/11 12:30 ICMP network scan X X
15/11 14:35 - 15/11 14:50 ICMP network scan X
15/11 15:55 - 15/11 17:40 ICMP network scan X
15/11 17:00 - 15/11 17:40 ICMP network scan X X
15/11 17:55 - 15/11 18:10 ICMP network scan X
15/11 19:00 - 15/11 19:20 ICMP network scan X X
16/11 11:05 - 16/11 11:50 ICMP network scan X X
16/11 14:05 - 16/11 15:10 ICMP network scan X X
16/11 16:00 - 16/11 16:10 Two simultaneous ICMP scans X X
16/11 16:20 - 16/11 17:10 ICMP network scan X X
16/11 18:45 - 16/11 18:55 ICMP network scan X X
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be explained by the fact that T 2
H is always smaller than T 2 since it does not

cover all PCs. Robust PCA results in larger T 2 and T 2
H values, thus we need

to use higher control limits than in the non-robust case in order to obtain
similar results. Furthermore, we can obtain a larger proportion of relevant
anomalies with the robust variants of the control charts. This is because
the number of relevant anomalies stays close to 40 for a wide range of the
control limits while the number of irrelevant anomalies remains smaller than
five.

In summary, the utilization of robust M-estimators is advantageous since
the same set of relevant anomalies can be detected with a smaller number
of irrelevant anomalies. Moreover, we can obtain a large proportion of rel-
evant anomalies over a wide range of control limits, which means that no
sophisticated fine-tuning is required. The difference between Hotelling’s T 2

statistic and Hawkins’ T 2
H statistic is negligible.

Change Detection in y-Score Time Series

Section 5.2.2 mentioned the possibility to apply control charts to individual
PCs. As discussed in Section 8.4.1, PC1 covers most of the seasonal variation
of the original variables while the remaining PCs are more or less free of
systematic changes. Hence, we can apply the Shewhart control chart with
constant control limits to the y-score time series of PC2 to PC8. For non-
robust PCA, Figure 8.18 displays the corresponding numbers of relevant and
irrelevant anomalies detected in dependence of the control limit. Except for
PC8, we always find a setting where we detect more relevant than irrelevant
anomalies.

Table 8.10 lists the causes of the relevant anomalies detected with control
limits at ±8. The bit vectors in the last two columns have the i-th bit set
to 1 if the anomaly was found in the i-th PC, and 0 otherwise. The first
bit, which is associated to PC1, is crossed out since PC1 is not considered
in this evaluation. The results are almost identical to those obtained with
the T 2 and T 2

H control charts. Again, the different phases of the long-lasting
HTTPS network scan in November account for a large number of anomalies.

As mentioned above, PC8 gives the highest loadings to the standardized
byte and packet counts. Although this is the PC of the smallest eigenvalue,
most of the alarms are associated to irrelevant traffic anomalies caused by
large data transfers. This observation shows that there is no guarantee
that a PC allows detecting relevant anomalies just because it belongs to the
residual subspace.

We have repeated the experiment with the y-score time series of robust
PCA achieving very similar results. Therefore, we do not discuss the results
in more detail. In the next subsection, we apply exponential smoothing to
the y-score time series and use the prediction errors as input to the Shewhart
control chart.
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Fig. 8.18: Relevant and irrelevant anomalies detected in non-robust
y-scores
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Tab. 8.10: Relevant anomalies detected in non-robust y-scores
(limit=8)

Time Cause PCs

06/10 01:45 - 06/10 04:00 SMTP (mailbomb) x0000001
06/10 17:00 - 07/10 12:25 SMB network scan x0101000
18/10 08:20 - 18/10 08:45 Port scan x0000010
04/11 22:20 - 04/11 22:55 DNS server problem x0001010
04/11 23:10 - 04/11 23:10 DNS server problem x0000010
10/11 08:05 - 10/11 08:30 HTTPS network scan x1101110
10/11 08:50 - 10/11 09:10 HTTPS network scan (cont.) x0101010
10/11 09:35 - 10/11 11:35 HTTPS network scan (cont.) x1111110
10/11 16:25 - 10/11 16:35 HTTPS network scan (cont.) x0111010
10/11 17:20 - 10/11 18:00 HTTPS network scan (cont.) x0111010
10/11 18:10 - 11/11 00:50 HTTPS network scan (cont.) x1111110
11/11 01:30 - 11/11 01:45 HTTPS network scan (cont.) x0111110
11/11 05:35 - 11/11 10:20 HTTPS network scan (cont.) x1111110
11/11 12:20 - 11/11 12:25 HTTPS network scan (cont.) x1111010
11/11 12:35 - 11/11 14:25 HTTPS network scan (cont.) x1111010
11/11 14:40 - 11/11 19:40 HTTPS network scan (cont.) x1111110
11/11 20:20 - 11/11 21:20 HTTPS network scan (cont.) x1111110
11/11 22:05 - 12/11 01:45 HTTPS network scan (cont.) x1111110
12/11 02:00 - 12/11 06:50 HTTPS network scan (cont.) x1111110
12/11 09:00 - 12/11 10:00 HTTPS network scan (cont.) x1111110
12/11 10:45 - 12/11 12:10 HTTPS network scan (cont.) x1111010
12/11 19:20 - 12/11 19:45 DNS flood x0000001
12/11 22:40 - 13/11 06:35 HTTPS network scan (cont.) x1111110
13/11 07:30 - 13/11 09:05 HTTPS network scan (cont.) x1111110
13/11 09:30 - 13/11 09:55 HTTPS network scan (cont.) x1111010
13/11 10:05 - 13/11 10:05 HTTPS network scan (cont.) x0101010
14/11 00:45 - 14/11 00:45 RAdmin network scan x0010000
14/11 01:10 - 14/11 01:35 SSH network scan, password guessing x0010000
14/11 01:45 - 14/11 01:45 TCP port 2120 network scan x0010000
14/11 02:45 - 14/11 02:45 HTTP network scan x0010000
14/11 16:15 - 14/11 17:10 ICMP network scan x0010000
14/11 18:10 - 14/11 19:15 ICMP network scan x0001000
15/11 10:00 - 15/11 10:50 ICMP network scan x0001000
15/11 11:40 - 15/11 12:30 ICMP network scan x0101000
15/11 15:55 - 15/11 17:40 ICMP network scan x0101001
15/11 17:00 - 15/11 17:40 ICMP network scan x0001000
15/11 19:00 - 15/11 19:20 ICMP network scan x0011000
16/11 11:05 - 16/11 11:50 ICMP network scan x0001000
16/11 14:05 - 16/11 15:10 ICMP network scan x0101000
16/11 16:00 - 16/11 16:10 Two ICMP network scans x0101000
16/11 16:20 - 16/11 17:10 ICMP network scan x0101000
16/11 18:45 - 16/11 18:55 ICMP network scan x0001000
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Combining Batch-Mode PCA and Exponential Smoothing
Forecasting

PCA ensures that the PCs are mutually uncorrelated, yet the corresponding
y-score time series are not entirely free of systematic changes and serial
correlation as we have seen in Figures 8.14. Systematic changes dominate
the y-score time series of PC1, yet they also appear in various other PCs
with smaller magnitude. Serial correlation is present in almost all PCs.
Consequently, control charts and statistical tests which assume stationarity
or even independence of observations risk to trigger more false alarms than
expected.

In order to reduce temporal dependencies, we apply exponential smooth-
ing with α = 0.5 to the y-score times series as a second residual generation
step. The resulting residual time series are depicted in Figure 8.19. The
residual time series of all PCs, including PC1, now resemble the output of a
pure random process. In the autocorrelation function (which is not shown
here), we see that serial correlation as well as seasonal effects have been
largely eliminated.

After applying a Shewhart control chart with constant control limits at
±5, we obtain the long list of relevant alarms shown in Table 8.11. As before,
the bit vectors in the last two columns indicate by 1s and 0s if the anomaly
was found in the corresponding PC or not. The residuals of PC1 do not
trigger any relevant or irrelevant alarms with this setup, which means that
there are not any large changes. Since we use constant control limits, several
alarms are triggered at the end of an anomaly, which also causes another
abrupt change in y-score time series. Just like in Section 8.3.4, we account
these alarms as relevant anomalies.

Figure 8.20 shows the numbers of relevant and irrelevant anomalies de-
tected in every PC in dependence of the control limits. Again, most of the
anomalies found in PC8 are irrelevant. Compared to Figure 8.18, we obtain
larger numbers of relevant anomalies, yet these principally go back to the
alarms triggered at the end of an anomaly. As before, irrelevant alarms are
mainly caused by data transfers (HTTP, FTP, RSF-1) and DNS traffic.

We roughly evaluated how the results differ if the robust y-score time
series are used as input. As in the preceding experiments, the differences
are marginal. Therefore, we omit a presentation of the results.

Discussion

Batch-mode PCA relies on training data which is used to estimate the means
and covariances of the original measurement variables. It transforms the
original variables into uncorrelated PCs. As a result, common seasonal
variation is modeled by the PC of the largest eigenvalue. The remaining
PCs are far less affected by systematic changes, yet serial correlation remains
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Fig. 8.19: ES residuals of y-scores of batch-mode PCA (non-robust)
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Tab. 8.11: Relevant anomalies detected in ES residuals of y-scores

Time Cause PCs
23/09 17:50 - 23/09 18:15 SSH password guessing 00000001
03/10 04:20 - 03/10 05:40 SSH password guessing 00000100
06/10 01:45 - 06/10 04:00 SMTP (mailbomb) 00000001
06/10 10:10 - 06/10 10:10 end of SMB network scan 00001000
06/10 13:15 - 06/10 13:20 SMTP 00010000
06/10 17:00 - 07/10 12:25 SMB network scan 00001010
10/10 10:00 - 10/10 10:30 Increased syslog traffic 00000001
18/10 08:20 - 18/10 08:45 Port scan 00000010
02/11 13:25 - 02/11 14:20 ICMP ping flood 00000001
04/11 23:00 - 04/11 23:05 end of DNS server problem 00000010
10/11 08:05 - 10/11 08:30 HTTPS network scan 00101110
10/11 08:50 - 10/11 09:10 HTTPS network scan (cont.) 00100100
10/11 09:15 - 10/11 09:20 end of HTTPS network scan 00011010
... ... ...
12/11 10:45 - 12/11 12:10 HTTPS network scan (cont.) 00101110
12/11 12:15 - 12/11 12:20 end of HTTPS network scan 00011010
12/11 19:20 - 12/11 19:45 DNS flood 00000001
12/11 22:30 - 13/11 06:35 HTTPS network scan (cont.) 00111110
13/11 06:40 - 13/11 06:45 end of HTTPS network scan 00011010
13/11 07:30 - 13/11 09:05 HTTPS network scan (cont.) 00101100
13/11 09:10 - 13/11 09:20 end of HTTPS network scan 01011010
13/11 09:30 - 13/11 09:55 HTTPS network scan (cont.) 00100100
13/11 10:00 - 13/11 10:00 end of HTTPS network scan 01011010
13/11 10:10 - 13/11 10:15 end of HTTPS network scan 00001010
14/11 17:15 - 14/11 17:15 end of ICMP network scan 00001000
14/11 18:10 - 14/11 19:15 ICMP network scan 00001000
14/11 19:20 - 14/11 19:20 end of ICMP network scan 00001000
14/11 19:45 - 14/11 19:50 end of ICMP network scan 00001010
15/11 10:00 - 15/11 10:50 ICMP network scan 00001000
15/11 11:40 - 15/11 12:30 ICMP network scan 00001000
15/11 14:35 - 15/11 14:50 ICMP network scan 00001000
15/11 14:55 - 15/11 14:55 end of ICMP network scan 00001000
15/11 15:55 - 15/11 17:40 ICMP network scan 00001000
15/11 16:35 - 15/11 16:40 ICMP network scan 00001000
15/11 17:00 - 15/11 17:40 ICMP network scan 00001000
15/11 17:55 - 15/11 18:10 ICMP network scan 00001000
15/11 19:00 - 15/11 19:20 ICMP network scan 00001000
16/11 11:05 - 16/11 11:50 ICMP network scan 00101000
16/11 11:55 - 16/11 11:55 end of ICMP network scan 00001000
16/11 14:05 - 16/11 15:10 ICMP network scan 00001000
16/11 16:00 - 16/11 16:10 ICMP network scans 00101000
16/11 17:15 - 16/11 17:15 end of ICMP network scan 00001000
16/11 18:45 - 16/11 18:55 ICMP network scan 00001000
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Fig. 8.20: Relevant and irrelevant anomalies detected in ES residuals of
non-robust y-scores
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present in the sample autocorrelation functions.
Changes can be detected by applying the Shewhart control chart with

constant upper control limit to Hotelling’s T 2 statistic, reflecting all PCs,
or Hawkins’ T 2

H statistic, reflecting only the residual PCs of the smallest
eigenvalues. With this approach, we detected many relevant anomalies over
a wide range of control limits while the number of irrelevant anomalies was
low. Batch-mode PCA based on robust estimates of the mean and covari-
ances turned out be superior to the non-robust version since fewer irrelevant
alarms were triggered.

As an alternative to T 2 and T 2
H control charts, changes can be detected in

the y-score times series of the individual PCs. For those PCs which are not
affected by systematic changes, the Shewhart control chart can be directly
applied to the y-score time series. Otherwise, it is possible to deploy expo-
nential smoothing as an additional residual generation step, which reduces
temporal dependencies. Applied to our measurement data, change detec-
tion in individual PCs did not reveal any new kinds of anomalies. While
the detection results were similar, we lost the advantage of the T 2 and T 2

H

statistic of having only a single control chart for all metrics.
We only presented the detection results of control charts with constant

control limits. The same kinds of control charts can be deployed with adap-
tive control limits based on moving estimators of the standard deviation.
As an advantage, adaptive control limits facilitate the configuration of the
thresholds which are defined as multiples of the standard deviation. Regard-
ing the detected anomalies, the effect is similar as in the case of single-metric
anomaly detection. Certain additional relevant anomalies are found while
others are missing. The number of irrelevant anomalies is larger than in the
case of constant control limits.

All in all, the Shewhart control chart of the T 2 or T 2
H statistic is the

most appropriate and simplest change detection solution for batch-mode
PCA. However, it is recommended to use robust estimators in order to
reduce the bias caused by outliers in the training data. The proportion of
relevant anomalies is larger than in most of the single-metric control charts.
On the other hand, the majority of the relevant anomalies was also detected
by the single-metric approach, which means that taking into account the
correlation between different metrics in the residual generation process does
not lead to the detection of novel kinds of anomalies. Network scans are once
again responsible for the majority of the relevant alarms. As discussed in
Section 8.3.3, the number of distinct destination IP addresses is an excellent
metric to detect these kinds of anomalies without causing a lot of irrelevant
alarms.

A general problem of PCA-based traffic anomaly detection is that we
get no or little information about which original measurement variables are
the most affected by an anomaly. This is particularly true for the T 2 and
T 2

H statistics. Hence, searching the original flow data for anomaly causes is
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more difficult than in the single-metric case where the metric in which an
anomaly is detected already gives an indication of possible causes.

8.4.2 Incremental PCA

Batch-mode PCA has the disadvantage that the modeled correlation struc-
ture sticks to the training data from which the covariance or correlation
matrix is obtained and does not adapt to gradual changes of the traffic. As
discussed in Section 5.5, we can overcome these limitations by using expo-
nentially weighted moving estimators to estimate means and covariances of
the time series. In this case, the estimated covariance matrix is updated
with every new observations, thus enabling the recalculation of the eigen-
values and w-vectors. This approach is known as incremental PCA in the
literature.

Implementation

We implemented incremental PCA based on the following moving EWMA
and EWMC estimators for the mean x and the covariance matrix S:

xt = θ1xt + (1 − θ1)xt−1

St = θ2(xt − xt)(xt − xt)
′ + (1 − θ2)St−1

With identical smoothing constant θ = θ1 = θ2, both estimators have the
same exponential decay with time. Initial values are calculated from the
first N time-series values x1, . . . , xN using the sample mean and sample
covariance matrix:

xN =
1

N

N
∑

t=1

xt ; SN =
1

N − 1

N
∑

t=1

(xt − xp)(xt − xp)
′

N ≥ p+1 values are required, p being the number of measurement variables,
in order to obtain a sample covariance matrix of full rank. Since the initial
values are quite inaccurate, a couple of additional observations and estimator
updates are necessary until xt and St approach reliable values. For our
evaluation, we calculate the initial values from the first N = 100 time-series
values and perform 188 recursive updates before we determine the principal
components for the first time. Hence, the y-score time series start on the
second day of the measurement period.

As before, we standardize the original measurement variables and calcu-
late the PCs from the correlation matrix. For standardizing the i-th variable
at time t, we use the EWMA value x̄t−1,i as mean and the square roots of
the diagonal elements of St−1 as standard deviations σ̂t−1,i:

(xt,i − x̄t−1,i)/σ̂t−1,i
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Tab. 8.12: Final eigenvalues and w-vectors of incremental PCA with
θ = 0.001

i 1 2 3 4

Eigenvalue 5.4335 1.1168 0.7634 0.4306
Bytes 0.1486 0.4223 0.1938 0.6990
Packets 0.1586 0.3970 0.1553 0.4133
Records 0.1767 −0.0153 −0.2488 −0.1131
Src addr 0.1519 0.2010 0.3819 −0.8097
Dst addr 0.0923 −0.5371 0.8011 0.1922
Src port 0.1696 −0.2585 −0.0483 −0.3332
Dst port 0.1643 −0.0357 −0.4485 −0.5371
Avg dur −0.1347 0.4024 0.4414 −0.7466

i 5 6 7 8

Eigenvalue 0.1434 0.0541 0.0382 0.0195
Bytes 0.2582 1.2188 0.4999 4.1844
Packets 0.3862 −0.5483 −0.2890 −5.3277
Records 0.2165 −3.4824 −0.8185 2.1182
Src addr −1.7246 0.3618 −0.1870 0.1629
Dst addr 0.4068 −0.5358 1.4992 −0.0728
Src port 0.9783 1.7423 −3.3016 0.0526
Dst port 0.7074 0.8715 3.4541 −0.4608
Avg dur 1.4523 −0.5699 0.0095 0.7599

The correlation matrix is obtained from the estimated covariance matrix.

With every recursive update of the covariance matrix, the PCs are recal-
culated, resulting in time-variant eigenvalues and w-vectors. The scaling as
w-vectors defines the length of the eigenvectors, but not their orientation.
Therefore, the recalculation of the PCs may lead to arbitrary sign changes
in the PCs and the corresponding y-scores. To prevent this effect, we define
that the loading of the first original variable (i.e, the number of bytes) is
always non-negative.

Residuals Generation Using Incremental PCA

It is difficult to compare the time-variant PCs of incremental PCA with the
invariant PCs of batch-mode PCA. As an example, Table 8.12 shows the
final eigenvalues and w-vectors that result after the last time-series value is
processed. The smoothing constant has been set to θ = 0.001 in order to
inhibit fast changes of the estimates. The first eigenvalue is smaller than in
the case of batch-mode PCA (see Table 8.8), meaning that the variability is
less concentrated in the first PC. Nevertheless, the first eigenvector resembles
PC1 of batch-mode PCA. The last two PCs (PC7 and PC8) are also similar
to the batch-mode result, whereas the remaining PCs do not reveal any
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similarities.

We applied incremental PCA with different settings for the smoothing
constant θ in order to assess the influence of this parameter on the results.
Figure 8.21 shows the y-score time-series plots for θ = 0.001. The time
series of the first PC bears a strong resemblance to that of batch-mode
PCA (see Figure 8.11) while all the other time series are very different.
In the y-scores of batch-mode PCA, we find some anomalies that appear as
sustained shifts of the mean. EWMA and EWMC ensure that the estimated
mean and covariances adapt to such changes in the original measurements
time series. Therefore, these anomalies appear as short spikes in the y-scores
of incremental PCA.

Figure 8.22 displays the sample autocorrelation functions of the y-score
time series obtained with θ = 0.001. As for batch-mode PCA, PC1 reveals
strong seasonality while the periodic pattern is much less exposed in the
other PCs. The effect of serial correlation is weak.

Incremental PCA can be regarded as a multivariate extension of uni-
variate exponential smoothing. While EWMA provides prediction values of
the mean, EWMC forecasts the covariance matrix in the next time interval.
In Section 8.3, θ = 0.5 turned out to be a good smoothing constant for
exponential smoothing. If we try the same setting for incremental PCA, we
obtain y-scores time series which are almost completely free of any serial
correlation. The corresponding time-series plots and the sample autocor-
relation functions are depicted in Figures 8.23 and 8.24. The y-score time
series resemble the output of pure random processes. We verified if the PCs
can still be considered as uncorrelated variables. In fact, the correlation
between different y-scores is similar for θ = 0.001 and θ = 0.5. None of the
values exceeds 0.1. Thus, incremental PCA with θ = 0.5 efficiently reduces
correlation among different metrics and temporal dependencies simultane-
ously.

As can be seen in Figure 8.23, the value ranges of the y-scores are much
larger than for smaller values of θ. The standard deviation of the different
y-score time series ranges from 2.1 for PC1 up to 40.7 for PC8 whereas it
is between 1.0 and 1.1 for θ = 0.001. Thus, the y-scores cannot be assumed
to have unit variance any more if θ is large. The eigenvalues range from 5.6
for PC1 to only 0.000045 for PC8, which means that the eigenvalues of the
last PCs are very small. This is not a disadvantage as long as we analyze
the y-score time series individually. However, the formulas presented in
Sections 5.2.3 and 5.2.4 should not be used any more to calculate T 2 and
T 2

H statistics from y-scores for large θ.

Change Detection using T 2 and T 2
H Control Charts

Figure 8.25 displays the T 2 statistic calculated from the y-scores of incre-
mental PCA with θ = 0.001. Compared to the T 2 time series of batch-mode
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Fig. 8.21: y-scores of incremental PCA with θ = 0.001
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Fig. 8.22: Sample autocorrelation function of y-scores (θ = 0.001)

PCA, the smoothing effect is obvious. All shifts which last for a longer
period of time in Figure 8.15 are much smaller now and diminish over time.

Applying the Shewhart control chart with constant upper control limit
at 70, we obtain 26 relevant and 11 irrelevant alarms, which corresponds to a
proportion of relevant alarms of 70%. The irrelevant alarms are principally
related to HTTP and FTP data transfers as well as RSF-1 and DNS traffic.
Lowering the threshold to 50, we get 35 relevant alarms, 23 irrelevant alarms,
and a relevant proportion of only 60%. With batch-mode PCA, we were
able to detect more than twice as many relevant alarms at the same level of
irrelevant alarms (see Section 8.4.1).

The Shewhart control chart has also been applied to the T 2
H statistic

calculated from PC5 to PC8. In this case, we have obtained worse results
with more irrelevant than relevant alarms. Hence, the only advantage of
incremental PCA compared to batch-mode PCA seems to be that we do not
need any training data to estimate the correlation matrix.

Change Detection in y-Score Time Series

We applied the Shewhart control chart with constant control limits to the
y-score time series of incremental PCA with θ = 0.5. Since the y-score value
range varies a lot among the different PCs, the control limits have to be set
to very different levels as well. In general, the y-score value range increases
with decreasing eigenvalue (i.e., according to the order of the PCs). For
example, a control limit of ±200 already causes 42 alarms in PC8 whereas
not a single alarm is triggered in PC1 to PC5.
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Fig. 8.23: y-scores of incremental PCA with θ = 0.5
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Fig. 8.24: Sample autocorrelation function of y-scores (θ = 0.5)

Fig. 8.25: T 2 of incremental PCA with θ = 0.001
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Fig. 8.26: Relevant and irrelevant anomalies detected in y-scores of
incremental PCA (θ = 0.5)
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Figure 8.26 shows the numbers of anomalies detected in different PCs
and for different control limits. In the depicted intervals, the gap between
the numbers of irrelevant and relevant anomalies is small compared to what
we have seen in the case of batch-mode PCA (see Figures 8.18 and 8.20).
At the control limit where the irrelevant alarm count starts exceeding the
relevant alarms, we get a rather small amount of relevant alarms.

Regarding the causes of the relevant alarms, we find the same events as
before: a lot of network scans, a few port scans, passwort guessing attempts,
network problems, and the mailbomb. Many of the irrelevant alarms are due
to periodic increases of UDP traffic on ports 1026 and 1027 (Calendar Access
Protocol) resulting in large numbers of distinct source and destination IP
addresses and source ports. A service of the Windows operation system
uses these ports to exchange messages between hosts. Although this service
can be misused to distribute spam, we assume that the observed traffic is
legitimate and harmless as it appears very frequently. Apart from that, DNS
traffic and data transfers cause a lot of irrelevant alarms.

Discussion

Incremental PCA does not require any training data as it is based on moving
estimators for the mean and covariance matrix. This is an advantage over
batch-mode PCA, where the quality of the training data has a significant im-
pact on the PCs. Furthermore, batch-mode PCA produces a time-invariant
model which does not adapt to changes in the normal traffic. Incremental
PCA can be tuned to generate y-score time series that are mutually uncor-
related and do not exhibit any systematic changes or serial correlation. In
order to obtain similar residuals with batch-mode PCA, a second residual
generation step is necessary to eliminate the remaining temporal dependen-
cies between consecutive time-series values.

As a downside, incremental PCA updates the PCs with every new ob-
servation, which drastically increases the computational complexity. In ad-
dition, appropriate values for the smoothing parameters need to be found
and configured. After all, the change detection results are not convincing.
With batch-mode PCA, a quite large number of relevant anomalies could be
detected while only few irrelevant anomalies disturbed the result. With in-
cremental PCA, the numbers of relevant and irrelevant anomalies are much
closer to each other, yielding smaller proportions of relevant anomalies.

8.5 Discussion of Results

In this chapter, we evaluated the applicability of the residual generation and
change detection techniques presented in Chapters 3, 4 and 5 for detecting
traffic anomalies in measurement time series. Therefore, we considered the
time series of eight different metrics characterizing the overall IP traffic ob-
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served at a router in an ISP backbone network. Apart from evaluating the
generated residuals from a statistical point of view (e.g., with help of the
sample autocorrelation function), we identified the causes of the detected
anomalies in order to classify them as relevant or irrelevant, depending on
the potential importance for the network administrator. Although this clas-
sification is subjective to a certain extend, it allows us to compare the de-
tection results of the examined anomaly detection methods.

Regarding the different residual generation and change detection tech-
niques, the results of our experiments show that more complex approaches
do not necessarily yield better results than simple methods. For single-
metric anomaly detection, simple exponential smoothing turned out to be
as appropriate as Holt-Winters to cope with seasonal variation and serial
correlation in the original measurement variables. Regarding the change
detection methods, we did not find any benefits of using the CUSUM and
EWMA control charts instead of the simple Shewhart control chart of indi-
viduals. Finally, PCA did not lead to the detection of new types of relevant
anomalies which could not be detected by single-metric anomaly detection
as well. Hence, the question whether the additional complexity of PCA is
worthwhile cannot be answered easily.

It must be denoted that the forecasting techniques are not able to pro-
duce residuals which are completely stationary and uncorrelated under nor-
mal traffic conditions. The same is true for the T 2 and T 2

H statistics calcu-
lated with PCA. Hence, the necessary conditions for making any assertions
regarding the false positive rate and other properties of the change detection
methods are not fulfilled. Nevertheless, our evaluation shows that control
charts are useful tools for detecting different kinds of relevant traffic anom-
alies.

In the following, we summarize the pros and cons of the evaluated single-
metric and multi-metric anomaly detection approaches.

Single-metric anomaly detection based on robust time-series forecasting
and control charts is easy to implement and parameterize. If the forecasting
values are determined with exponential smoothing, there is a single smooth-
ing constant α to configure. In our evaluation, α = 0.5 turned out to be a
good setting for all measurement variables. No training data is required since
the forecasting is based on the EWMA of preceding observation. Updating
the EWMA estimate with every new observation is a non-complex opera-
tion. Holt-Winters forecasting comes along with two additional smoothing
constants for the trend and seasonal components, which, however, did not
improve the forecasting result.

The Shewhart control chart of individuals compares every new residual
value with the given control limits. Hence, apart from the control limits,
no additional information is needed to make the decision. We tested this
control chart with constant and adaptive control limits. In order to define
constant control limits, we need to know or estimate the value range and
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Fig. 8.27: Common relevant and irrelevant anomalies and affected
metrics

variation under normal traffic conditions. Adaptive control limits automat-
ically adapt to the variation in the residual time series, which facilitates the
configuration since the limits are defined as multiples of the standard devi-
ation estimated by EWMS or an alternative moving estimator. Updating
the adaptive control limits requires another non-complex operation for every
new observation.

The more sophisticated CUSUM and EWMA control charts have addi-
tional parameters, namely the reference value and the EWMA smoothing
constant, respectively. In theory, these two control charts are more sensitive
to small sustained changes than the Shewhart control chart. In practice, we
could not profit from this property since such small but long-lasting changes
did not appear in the time series of prediction errors.

The relevance of the detected anomalies significantly depends on the
considered traffic metric. Large proportions of relevant anomalies can be
achieved by analyzing cardinality metrics. On the other hand, most of the
anomalies detected in volume metrics are irrelevant.

Figure 8.27 shows the relationship between frequent anomaly causes and
the affected metrics. Network scans and SSH password guessing are the
most frequent causes of relevant anomalies, followed by port scans, flood-
ing, mailbombs, and network failures. Most irrelevant anomalies are caused
by large data transfers and irregular fluctuations in HTTP and DNS traffic.
Network scans principally influence the number of distinct destination IP ad-
dresses and, to a smaller extend, the numbers of distinct source IP addresses
and flow records. SSH password guessing causes many distinct source and
destination ports. Port scans lead to an increased number of records and
destination ports. Traffic fluctuations caused by DNS influence the record,
address, and port counts, too, yet usually with lower intensity. Flooding
and mailbombs are difficult to distinguish from data transfers because all
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these events primarily affect the numbers of bytes and packets.
For the purpose of multi-metric anomaly detection, we applied batch-

mode and incremental PCA to the measurement time series. Batch-mode
PCA estimates the mean and covariances of the original measurement vari-
ables using training data. Since the sample mean and covariances are very
susceptible to outliers in the training data, we evaluated the utilization of
robust M-estimators as an alternative. From a statistical point of view,
the non-robust and robust residuals were very similar. With respect to
the detection results, robust control charts of Hotelling’s T 2 and Hawkins’
T 2

H statistic produced a larger proportion of relevant anomalies over a wide
range of control limits. On the other hand, the difference between T 2 and
T 2

H was negligible.
Incremental PCA relies on moving estimators of the mean and covari-

ances and therefore does not require any training data. As a downside,
the PCs are continuously updated, which entails an expensive recalcula-
tion of eigenvalues and eigenvectors with every new observation. Although
incremental PCA eliminated correlation among different metrics as well as
temporal dependencies, the detection results were rather disappointing since
many of the anomalies were classified irrelevant.

Compared to single-metric anomaly detection, PCA allows monitoring
all metrics with a single T 2 or T 2

H control chart. However, the identification
of anomaly causes is more difficult since we do not know directly which
metrics are the most affected. All in all, the T 2 and T 2

H control charts of
batch-mode PCA enable the detection of many relevant anomalies with only
a few irrelevant alarms and thus represent good alternatives to single-metric
anomaly detection. We recommend the utilization of robust M-estimators,
which has improved the detection results in our evaluation.

With single-metric methods, some of the relevant anomalies, such as net-
work scans, could be detected very well while others, such as mailbombs,
were only found at the cost of many irrelevant alarms. In these cases, the
detection with multi-metric methods can be more efficient. Therefore, it
makes sense to combine single-metric anomaly detection in cardinality met-
rics with multi-metric anomaly detection to reduce the risk of missing an
important incident while keeping the number of irrelevant alarms small.

In the next chapter, we apply single-metric and multi-metric anomaly
detection methods to specific parts of traffic instead of the overall IP traffic.
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9. ANOMALY DETECTION IN SPECIFIC PARTS OF

TRAFFIC

9.1 Introduction

In Chapter 8, we applied various residual generation and change detection
methods to the time series of the overall IP traffic measured in an ISP back-
bone network. The combination of exponential smoothing and Shewhart
control chart turned out to be an appropriate single-metric anomaly detec-
tion method. Furthermore, we achieved very good results with multi-metric
anomaly detection based on batch-mode PCA and the T 2 and T 2

H control
charts. As a general problem, however, many of the alarms were classified as
irrelevant. Irrelevant anomalies are mainly caused by unpredictable changes
in the traffic of certain applications, such as HTTP and DNS.

This chapter deals with the analysis of specific parts of traffic which
we expect to be less affected by spontaneous traffic changes under normal
conditions. The corresponding flow records need to be separated from the
flows of the remaining traffic. If the traffic to be analyzed is characterized
by specific flow key values, the extraction of the flows can be easily achieved
with a filter as mentioned in Section 7.3. As an example, if we want to
analyze traffic of an application which uses a well-known port number, we
can generate time series for those flow records having this port number in
the source or destination port field.

Of course, port-based filtering fails if the same port is used by another
application than expected. Furthermore, it is not possible to identify flow
records of protocols or applications which cannot be associated with specific
ports. In such a case, however, it is still possible to remove the traffic of other
applications which are known to cause irrelevant alarms, such as HTTP or
DNS traffic. Hence, there are several ways how filters can help to reduce the
number of irrelevant alarms and to detect anomalies which are too small to
be found in the overall IP traffic.

In the following two sections, we analyze the time series of ICMP (In-
ternet Control Message Protocol) and SMB (Server Message Block) traffic
and present the results of single-metric and multi-metric anomaly detection.
Section 9.4 concludes this chapter with a discussion of the results.
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9.2 Anomaly Detection in ICMP Traffic

As part of the Internet protocol suite, the Internet Control Message Protocol
(ICMP) is mainly used for exchanging error messages, for example, if a
certain host cannot be reached due to link or routing problems. ICMP
is also used for network testing and debugging purposes (e.g., using ping
and traceroute commands) and self configuration in local IP networks. As
ICMP is not directly involved in the transport of user and application data,
we expect a low and rather invariant level of ICMP traffic under normal
network conditions. Furthermore, we do not expect any significant changes
in the ICMP traffic due to normal network usage.

9.2.1 ICMP Traffic Characteristics

Figures 9.1 and 9.2 show the time series and the sample autocorrelation
functions for the number of bytes, packets, flow records, distinct source
and destination IP addresses as well as for the average flow duration of the
recorded ICMP traffic. As expected, the time series values remain at a low
level, apart from a few intervals with much larger values.

The byte count does not show any seasonal variation at all. The de-
pendency on the time of day is also very low for the number of packets.
In contrast, the sample autocorrelation functions of the numbers of records,
source and destination IP addresses reveal significant seasonal variation with
a period of one day. There is no increase at the lag of one week in any of the
autocorrelation functions, which means that ICMP traffic is very similar on
weekdays and weekends. The average flow duration shows by far the largest
serial correlation among all the metrics.

There are a few isolated peaks in the time-series plots of the numbers of
bytes, packets, and source IP addresses. Furthermore, we observe multiple
very high time-series values in the record count and the number of distinct
destination IP addresses between November 12 and the end of the measure-
ment. At the same time, the average flow duration shows anomalously low
values. The reasons for these anomalies are discussed in the next sections.

Table 9.1 presents the sample correlation matrix of the original variables,
calculated over the entire measurement time. As can be seen, the byte
count is correlated with the packet count. Also, the number of records
is highly correlated with the number of destination IP addresses. On the
other hand, the correlation between the numbers of distinct source and
destination IP addresses is relatively low, which indicates that ICMP traffic
is often unidirectional. In Section 9.2.3, we will see that the correlation
matrix looks different if it is calculated from the first two weeks of data
only. Apparently, the large anomalies in November have a strong influence
on the correlation.
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Fig. 9.1: Time series of ICMP traffic



162 9. Anomaly Detection in Specific Parts of Traffic

Fig. 9.2: Sample autocorrelation of ICMP traffic

Tab. 9.1: Sample correlation matrix of ICMP traffic

Bytes Packets Records Src addr Dst addr Avg dur

1.0000 0.4930 0.0417 0.0265 0.0416 0.0196
0.4930 1.0000 0.2617 0.1347 0.2435 −0.0026
0.0417 0.2617 1.0000 0.3021 0.9629 −0.4693
0.0265 0.1347 0.3021 1.0000 0.0775 −0.2827
0.0416 0.2435 0.9629 0.0775 1.0000 −0.3672
0.0196 −0.0026 −0.4693 −0.2827 −0.3672 1.0000



9.2. Anomaly Detection in ICMP Traffic 163

9.2.2 Single-Metric Analysis of ICMP Traffic

We adopt the most promising single-metric residual generation and change
detection approach of Section 8.3, which is calculating the prediction errors
of exponential smoothing with smoothing constant α = 0.5 and applying
the Shewhart control chart of individuals with adaptive control limits to the
residual time series. As before, the control limits are based on the EWMS
moving estimator of the standard deviation (ρ = 0.01).

Control limits at ±6σ̂, as used in Section 8.3.3, generate an extremely
large number of alarms for byte and packet counts. Therefore, we start with
an evaluation of the detection results achieved with control limits at ±8σ̂ for
all metrics. With this setup, we get 75 alarms in 48 different time intervals,
most of them found in the number of bytes. No alarms are triggered by the
average flow duration.

Table 9.2 lists all detected anomalies and their causes. The bit vector in
the last column indicates by 1s in which metrics the anomaly is detected,
using the following ordering: bytes, packets, records, source addresses, des-
tination addresses. The anomalies can be grouped into three categories
according to the metrics in which they are detected: anomalies detected
in the byte or packet count, anomalies detected in the number of distinct
source IP addresses, and anomalies detected in the number of records and
distinct destination IP addresses. These three patterns can be explained as
follows:

• Byte and packet counts are mainly affected by large ICMP flows ex-
changed between two hosts. Reasons for such flows are ping traffic
and ICMP messages returned due to other packets which could not be
delivered to the destination (message type ‘time exceeded’ and ‘frag-
mentation required’) or which should be sent on another path (‘redi-
rect’).

• An increase of the number of source IP addresses is linked to ICMP
port unreachable messages which are sent from a large number of IP
addresses to a single host. These ICMP messages are related to net-
work scanning activities originating from this host. Usually, ICMP
port unreachable messages are returned in the case of a closed UDP
port. However, we observe these messages during a network scan on
TCP port 443 (HTTPS).

• The numbers of flows and destination IP addresses increase mostly
during ICMP network scans using ICMP echo request messages. On
November 4, the same pattern occurs when a DNS server suddenly
closes its UDP port 53 for a short period of time; incoming DNS
queries are then answered by ICMP port unreachable messages.

Apart from very few exceptions, all alarms fit into these three categories.
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Tab. 9.2: Anomalies detected in ICMP traffic

Time Cause Metrics
10/09 07:15 - 10/09 07:15 Network failure 00100
11/09 09:00 - 11/09 09:05 Low rate ping (echo replies only) 10000
12/09 15:15 - 12/09 15:15 Low rate ping (echo requests only) 10000
13/09 14:45 - 13/09 14:45 Port unreachable from various addresses 00110
14/09 13:50 - 14/09 13:50 Ping flood (more than 73.000 packets) 11000
14/09 14:25 - 14/09 14:25 Ping flood (more than 83.000 packets) 10000
14/09 14:40 - 14/09 14:40 Ping flood (more than 57.000 packets) 10000
15/09 19:40 - 15/09 19:40 ICMP scan, followed by TCP 3389 00101
19/09 14:00 - 19/09 14:05 Moderate rate ping (echo replies only) 11000
21/09 15:30 - 21/09 15:40 Fragmentation required, low rate ping 11000
24/09 08:25 - 24/09 08:35 Fragmentation required 10000
29/09 10:40 - 29/09 11:20 High rate ping 11000
29/09 11:30 - 29/09 11:30 High rate ping (echo replies only) 10000
30/09 11:05 - 30/09 11:05 ICMP scan, followed by TCP 1433 00101
05/10 16:35 - 05/10 16:40 Fragmentation required 10000
06/10 18:00 - 06/10 18:10 Fragmentation required 10000
10/10 10:00 - 10/10 10:30 Time exceeded (TCP 514) 11000
13/10 07:50 - 13/10 07:55 Port unreachable (high port numbers) 01000
16/10 16:45 - 16/10 16:45 Fragmentation required 10000
17/10 09:55 - 17/10 10:05 Moderate rate ping 11000
19/10 09:30 - 19/10 09:35 Moderate rate ping (only echo requests) 11000
19/10 12:20 - 19/10 12:20 ICMP scan, followed by TCP 3389/1433 00101
21/10 23:00 - 21/10 23:15 Fragmentation required 10000
24/10 13:20 - 24/10 13:20 ICMP scan, followed by TCP 3389 00101
25/10 05:35 - 25/10 05:40 ICMP scan, TCP 80/8080/3128 00101
25/10 15:35 - 25/10 15:45 Low rate ping 10000
28/10 11:10 - 28/10 11:15 Fragmentation required 10000
30/10 09:20 - 30/10 09:20 Fragmentation required 10000
30/10 15:00 - 30/10 15:00 High rate ping (echo requests only) 11000
31/10 09:10 - 31/10 09:20 High rate ping (echo replies only) 01000
31/10 22:35 - 31/10 23:55 Low rate pings, measurement artefact? 00100
02/11 13:25 - 02/11 14:20 Ping flood 11000
02/11 15:50 - 02/11 15:50 ICMP scan, followed by TCP 5110 00101
04/11 22:55 - 04/11 22:55 Port unreachable (DNS server problem) 00101
07/11 20:00 - 07/11 20:05 Low rate ping (echo requests only) 10000
09/11 06:40 - 09/11 06:50 Low rate ping (echo replies only) 01000
10/11 09:10 - 10/11 09:10 Time exceeded, host unr. (HTTPS scan) 11000
10/11 10:25 - 10/11 10:25 Redirect from host/network (HTTPS) 11000
11/11 07:50 - 11/11 07:50 Port unreachable (HTTPS scan) 00010
12/11 23:55 - 13/11 00:40 Time exceeded (HTTPS scan) 11000
13/11 03:20 - 13/11 03:25 Port unreachable (HTTPS scan) 00110
13/11 11:00 - 13/11 11:00 Low rate ping (echo requests only) 10000
14/11 16:15 - 14/11 17:10 ICMP network scan 01101
15/11 10:00 - 15/11 10:15 ICMP network scan 00101
16/11 11:05 - 16/11 11:50 ICMP network scan 00101
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Regarding the relevance of the alarms, those caused by ping traffic at low
and moderate rate are the least interesting for the network administrator.
Therefore, we do not consider these incidents as relevant. Ping traffic at high
rate can be a sign of a flooding attack although it may also be the result of
measurement experiments. We classify such high rate pings as relevant.

Most of the ICMP destination unreachable messages reporting ‘fragmen-
tation required’ are directed to the same host which apparently runs a web
server. Hence, such messages may be the result of path MTU discovery
mechanisms determining the maximum packet size which can be exchanged
between two hosts without fragmentation. Curiously, the ICMP destina-
tion unreachable messages accumulate in a few intervals. Nevertheless, we
classify these alarms as irrelevant.

In contrast, all alarms related to scanning activities are considered as
relevant. Quite often, we observe the following behavior. One hosts scans
a few hundred addresses which all belong to the same subnet of the ISP.
100 to 170 active hosts answer with ICMP echo reply messages. The scan-
ning host then tries to establish TCP connections to the active hosts using
ports of Microsoft Windows services (e.g., Windows-based terminal on port
3389 and MS SQL server on port 1433) or web proxy ports (80, 8080, and
3128). It is difficult to assess if the observed traffic is harmful or not because
such scans may serve testing and debugging purposes. However, it has also
been reported that ICMP scans are more and more frequently deployed by
malware and worms in advance of an infection attempt [Dac08]. There are
several other ICMP network scans which last for a long time and probe a
very large number of destinations. In these cases, we do not observe any
TCP connection attempts originating from the scanning host.

Finally, we observe various ICMP traffic patterns related to TCP scan-
ning activities. For example, during the long lasting HTTPS scan in Novem-
ber (e.g., see Table 8.6), we detect several anomalies due to an increased
number of ICMP time exceeded, redirect, and port unreachable messages.
These are all caused by TCP SYN packets which do not reach their desti-
nations.

Figure 9.3 shows the distribution of the number of total and relevant
alarms among the different metrics. The proportion of relevant alarms
ranges from 53% for the number of bytes to 100% for the numbers of dis-
tinct source and destination IP addresses. Hence, as in Chapter 8, cardi-
nality metrics result in a larger proportion of relevant alarms than volume
metrics.

If we lower the control limits to ±6σ̂, the average flow duration still does
not trigger any alarm. Many more alarms are found in the number of bytes
and packets. Regarding the number of records, source and destination IP
addresses, the amount of alarms increases to 22, 7, and 16, respectively. The
reasons for the new alarms are essentially the same as discussed before.

All in all, anomalies found in the ICMP traffic give the network ad-
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Fig. 9.3: Stacked numbers of relevant and irrelevant alarms of
Shewhart control chart applied to ES residuals (ICMP traffic)

ministrator valuable insights in the current state of the network. Whether
anomalies found in the byte and packet counts are relevant depends on the
ICMP message type. We assume that the network administrator is inter-
ested in the detection of high rate pings resembling flooding attacks.

Increased numbers of records and distinct destination IP addresses are
caused by ICMP network scans. Although such scans do not represent an
instantaneous security threat, they are often followed by further suspicious
activities, such as connection attempts to specific TCP ports on the scanned
hosts. An anomalously large number of source IP addresses is typically
caused by ICMP destination unreachable messages returned from many IP
addresses to a single host. This pattern occurs during TCP or UDP scans
which are often performed by worms in order to find new victims. In this
case, the destination of the ICMP messages leads directly to the worm in-
fected host.

9.2.3 Multi-Metric Analysis of ICMP Traffic

In Section 8.4, the T 2 and T 2
H control charts of batch-mode PCA achieved

best results in comparison with other multi-metric residual generation and
change detection methods. Now, we apply these control charts to the traffic
measurement time series of ICMP traffic.

As before, we calculate the sample mean and sample covariances from the
first two weeks of the measurement data. Table 9.3 shows that the correla-
tion matrix is different from the one calculated over the entire measurement
time (see Table 9.1). For example, the correlation between the numbers
of flow records and source IP addresses as well as between the numbers of
source and destination IP addresses is much larger. We can explain these
differences by a smaller number of anomalous values in the training data.

Based on these estimates, the original variables are standardized and
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Tab. 9.3: Sample correlation matrix of ICMP traffic (first two weeks)

Bytes Packets Records Src addr Dst addr Avg dur

1.0000 0.4331 0.0400 0.0372 0.0117 0.0055
0.4331 1.0000 0.1712 0.1755 0.0732 0.0344
0.0400 0.1712 1.0000 0.9032 0.7344 −0.3727
0.0372 0.1755 0.9032 1.0000 0.6253 −0.3284
0.0117 0.0732 0.7344 0.6253 1.0000 −0.4450
0.0055 0.0344 −0.3727 −0.3284 −0.4450 1.0000

Tab. 9.4: Eigenvalues and w-vectors (ICMP traffic only)

i 1 2 3 4 5 6

Eigenvalue 2.7933 1.4285 0.7879 0.5376 0.3703 0.08214
Bytes 0.0350 0.5787 0.3818 −0.8630 0.0857 −0.0078
Packets 0.0806 0.5748 −0.1195 0.9516 −0.1769 −0.0244
Records 0.3369 −0.0166 −0.2822 −0.1251 0.2958 2.6539
Src addr 0.3214 −0.0033 −0.3514 −0.1102 0.7730 −2.1679
Dst addr 0.3038 −0.0885 0.0380 −0.1609 −1.3560 −0.6506
Avg dur −0.2026 0.1627 −0.9510 −0.3947 −0.3710 −0.0125

transformed into y-scores. Table 9.4 lists the eigenvalues and eigenvectors
(scaled as w-vectors). As shown in the autocorrelation plots in Figure 9.2,
daily variation mainly effects the record count and the numbers of source
and destination IP addresses. The first PC models this common seasonal
variation and gives high loadings to these three metrics. The second PC
covers the correlation between the byte and packet counts.

The scree plot of the eigenvalues is displayed in Figure 9.4. As there is
no clear knee in the curve, it is difficult to decide on an appropriate number
of retained PCs. Therefore, we apply control charts to both Hotelling’s T 2

statistic and Hawkins’ T 2
H statistic in order to compare the results. The T 2

H

statistic covers PC4, PC5, and PC6. We use a constant upper control limit
of 200 and obtain 37 alarms for the T 2

H control chart. The T 2 control chart
triggers five additional alarms, reaching 42 alarms in total.

The T 2 control chart is depicted in Figure 9.5. We do not show the T 2
H

control chart bacause it looks very similar. For both control charts, all but
one alarm are classified as relevant. The only irrelevant alarm resembles an
artifact of the measurement data to time series conversion since the numbers
of packets and bytes suddenly double in one time interval during of a steady
flow of echo messages.

The causes of all detected anomalies are listed in Table 9.5. Most of
them go back to ICMP network scans. All scans found in the preceding
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Fig. 9.4: Scree plot (ICMP traffic only)

section with single-metric anomaly detection (see Table 9.2) are detected
in the T 2 and T 2

H control charts as well. In addition, a lot of new ICMP
network scans are recognized. On the other hand, anomalies which are
related to large numbers of bytes or packets are not found. Apparently,
these anomalies are not significant enough to cause a peak in the T 2 and
T 2

H statistics exceeding the given control limit.
As already concluded in Section 8.4.1, the difference between the T 2

and T 2
H control chart is small. In summary, analyzing ICMP traffic with

batch-mode PCA allows detecting a large number of relevant alarms while
the number of irrelevant alarms is almost zero.

9.3 Anomaly Detection in SMB Traffic

In Chapter 8, we detected several network scans directed to TCP port 445,
which is the well-known port of the Server Message Block (SMB) protocol.
Since Windows 2000, SMB is used by Microsoft for file and printer sharing
in local area networks. SMB should not be used outside the local network
because it does not use encryption and relies on broadcast messages for
service discovery. In addition, vulnerabilities in this service can be exploited
by worms to infect unprotected computers in the network. A prominent
example is the Sasser worm which has been spreading over the Internet
since 2004. Therefore, SMB over WAN (Wide Area Network) adapters is
disabled by default in recent versions of the Windows operation system.
In addition, SMB traffic is usually blocked by local firewalls for security
reasons. Nevertheless, there are still a lot of unprotected hosts with older
versions of Windows which expose an open SMB port to potential attackers
without being protected by a firewall.
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Tab. 9.5: Anomalies detected by T 2 and T 2
H

control charts (ICMP
traffic only)

Time Cause T 2 T 2
H

29/09 10:40 - 29/09 11:20 High rate ping X X
30/09 11:05 - 30/09 11:05 ICMP scan, followed by TCP 1433 X X
19/10 12:20 - 19/10 12:20 ICMP scan, followed by TCP 3389/1433 X X
24/10 13:20 - 24/10 13:20 ICMP scan, followed by TCP 3389 X X
25/10 05:35 - 25/10 05:40 ICMP scan, followed by TCP

80/8080/3128
X X

25/10 06:15 - 25/10 06:15 ICMP scan, followed by TCP 3389 X X
31/10 22:35 - 31/10 23:55 Low rate pings, measurement artefact? X X
02/11 13:25 - 02/11 14:20 Ping flood X X
02/11 15:50 - 02/11 15:50 ICMP scan, followed by TCP 5110 X X
04/11 22:55 - 04/11 22:55 Port unreachable (DNS) X X
04/11 23:10 - 04/11 23:10 Port unreachable (DNS) X X
05/11 21:10 - 05/11 21:15 ICMP scan, followed by TCP 8028 X X
06/11 17:55 - 06/11 17:55 multiple small ICMP network scans X
07/11 17:40 - 07/11 17:55 multiple small ICMP network scans X X
09/11 16:25 - 09/11 16:45 ICMP scan, followed by TCP 15963 X X
10/11 10:25 - 10/11 10:25 Redirect from host/network (HTTPS) X
11/11 07:50 - 11/11 07:50 Port unreachable (HTTPS) X X
13/11 03:20 - 13/11 03:25 Port unreachable (HTTPS) X X
13/11 09:05 - 13/11 09:05 Port unreachable (HTTPS) X
14/11 07:50 - 14/11 07:55 multiple small ICMP network scans X
14/11 10:20 - 14/11 10:20 two ICMP network scans X
14/11 16:15 - 14/11 17:10 ICMP network scan X X
14/11 18:10 - 14/11 19:15 ICMP network scan X X
14/11 19:25 - 14/11 19:40 ICMP network scan X X
15/11 07:40 - 15/11 07:45 ICMP network scan X X
15/11 09:50 - 15/11 10:00 ICMP network scan X X
15/11 10:00 - 15/11 10:50 ICMP network scan X X
15/11 11:40 - 15/11 12:30 ICMP network scan X X
15/11 14:35 - 15/11 14:50 ICMP network scan X X
15/11 15:55 - 15/11 16:30 ICMP network scan X X
15/11 16:35 - 15/11 16:40 ICMP network scan X X
15/11 17:00 - 15/11 17:40 ICMP network scan X X
15/11 17:55 - 15/11 18:10 ICMP network scan X X
15/11 19:00 - 15/11 19:20 ICMP network scan X X
16/11 11:05 - 16/11 11:50 ICMP network scan X X
16/11 14:00 - 16/11 15:10 ICMP network scan X X
16/11 16:00 - 16/11 16:10 two ICMP network scans X X
16/11 16:20 - 16/11 17:10 ICMP network scan X X
16/11 18:45 - 16/11 18:55 ICMP network scan X X
17/11 07:45 - 17/11 07:50 ICMP network scan X X
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Fig. 9.5: T 2 control chart (ICMP traffic only)

9.3.1 SMB Traffic Characteristics

For our analysis, we consider time series of TCP traffic to and from port
445. Figure 9.6 displays the time series of the different metrics. As can be
seen, there is very few SMB traffic most of the time. The sample autocorre-
lation functions (not shown here) of the measurement variables confirm the
visual impression of the time series plots that there is not any significant
seasonal variation. All metrics except the average flow duration are signif-
icantly correlated to each other. If calculated for the entire measurement
time, the correlation coefficients between any two metrics of the number of
bytes, packets, flow records, distinct destination IP addresses, and distinct
source port numbers are larger than 0.75. As we will see in the following sub-
sections, SMB traffic is dominated by occasional network scans of different
intensity, which explains the high correlation between these metrics.

9.3.2 Single-Metric Analysis of SMB Traffic

As before, we apply the Shewhart control chart with EWMS-based adaptive
control limits (ρ = 0.01) to the residual time series obtained with exponential
smoothing (α = 0.5). We set the control limits to ±10σ̂ in order to get a
reasonably small number of alarms. For all eight metrics, we obtain 198
alarms in 84 different time intervals.

Regarding the causes of the alarms, two types of anomalies are detected
very frequently: SMB network scans and repeatedly failed login attempts.
For example, the long lasting anomaly between October 5 and October 9,
where we observe large values in most of the metrics, is the result of a single
host scanning large IP address ranges at relatively high rate. This scan has
an effect on the ICMP traffic: In the same period of time, the number of
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Fig. 9.6: Time series of SMB traffic
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flow records and source IP addresses as well as the T 2 statistic of the ICMP
traffic are slightly increased (see Figures 9.1 and 9.5, respectively). These
increases are caused by ICMP destination unreachable messages which are
returned to the scanning host because a large number of TCP packets cannot
be delivered to the scanned destinations. The scanning host is very probably
infected by a worm trying to connect to randomly chosen destinations.

Apart from the extreme network scan from October 5 to October 9, 41
shorter periods of scan traffic are detected. These scans originate from IP
addresses of remote subnets, hence we probably observe a part of the scan
traffic only, namely those packets which are directed to a subnets of the
ISP network. This assumption is fortified by the fact that the scanned IP
addresses share only four different /16 prefixes. In contrast, the long scan
in October is caused by a host within the ISP network, hence we observe
a large part of the traffic to many different destination IP addresses. 15
of the short scans involve 800 to 900 destination IP addresses, another 10
scans between 300 and 600 destination addresses. In all cases, return traffic
is observed from less than 150 hosts. The other hosts probably do not exist
or port 445 is blocked.

A failed SMB login attempt results in a bidirectional flow with less than
10 packets in each direction. In the case of a successful login, the TCP
connection persists for a longer period of time and results in flows with a
larger number of packets and bytes. Hence, a large number of flows with
similarly small numbers of packets exchanged between two IP addresses are
a sign of repeatedly failed SMB login attempts. Such traffic is likely caused
by an automated tool performing brute-force password guessing. Another
explanation is that a worm tries to infect the target host with different
exploits. However, we assume that password guessing is the more probable
reason.

Large numbers of failed login attempts represent the second most fre-
quent anomaly pattern detected in the SMB traffic, after SMB network
scans. Sometimes, we only see one direction of the traffic, probably due to
asymmetric routing. The IP addresses of the affected SMB servers are in
the subnets of the ISP network whereas the IP addresses of the clients are
spread over the entire address range.

A couple of network scans trigger an alarm in the average flow duration.
In this case, some of the scan packets are repeated after a certain amount of
time. Having identical flow key values, such duplicate packets are accounted
in a single flow records, causing a long flow duration. Furthermore, three
anomalies in this metric go back to flows with only a few packets but a
large time difference between the first and last packet of the flow, such as 55
seconds or even 103 seconds. Here again, we do not know if these packets
actually belong to the same TCP connection or to different TCP connections
with identical IP quintuples.

On November 7 and 9, two anomalies are caused by many small flows
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Tab. 9.6: Type of detected anomalies per metric

Metric Network Password Long Small Large Total
scan guessing duration flows flow

Bytes 11 28 0 2 2 43
Packets 12 18 0 2 0 32
Records 18 5 0 2 0 25
Src addr 10 0 0 1 0 11
Dst addr 22 0 0 1 0 23
Src port 14 1 0 1 0 16
Dst port 18 18 0 2 0 38
Avg dur 8 0 3 0 0 11
All 43 28 3 2 2 78

containing no more than four packets with various source and destination
IP addresses. Both anomalies last for more than two hours. The pattern
differs from the fingerprints of network scans and failed login attempts which
are characterized by flows originating from or terminating at a specific IP
address. The sudden occurrence of all these small flows suggests that they
are somehow related to each other. However, as we do not know the reason
for this traffic, we classify the alarms as irrelevant.

Finally, there are two anomalies caused by flows with long duration and a
large number of packets. Only in these two cases, there seems to be regular
SMB activity. However, the number of exchanged bytes is quite low and
does not indicate a large data transfer.

Table 9.6 shows how many anomalies of a specific type are detected in
the time series of different metrics and in all metrics together. The last
row indicates the total number of anomalies of a given type. As the same
anomaly may be detected in different metrics, the total number of anomalies
is not equal to the sum of anomalies found in the individual metrics.

One would expect that network scans were principally detected in the
number of distinct destination IP addresses. In fact, most scans with more
than 500 destination IP addresses are detected in this metric. However,
scans with few destinations are often detected in one of the other metrics
only. As already mentioned, delayed duplicate packets which are accounted
in the same flow record are the reason for scans being detected in the average
flow duration.

Password guessing (i.e., a large numbers of failed login attempts) is de-
tected in the number of bytes. Two thirds of these anomalies are also de-
tected in the number of packets or the number of distinct destination ports.

Flows with few packets but long duration trigger an alarm in the average
flow duration. Anomalies caused by many small flows become visible in the
number of bytes, packets, flows, and destination ports. Finally, anomalies
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which are provoked by individual long flows are detectable in the byte counts.

For detecting the described anomalies, it is not necessary to monitor the
number of distinct source ports because all alarms detected in this metric
are found in at least one of the other metrics as well. All other metrics
should be kept, otherwise we would miss at least one of the anomalies.

Our results suggest that monitoring TCP traffic to and from port 445
is worthwhile. Almost any traffic which exceeds the regular background
noise of sporadic packets can be related to a suspicious traffic pattern. The
analysis of the involved IP addresses allows us to identify potentially infected
hosts and hosts which are prone to infections because they open the SMB
service to the public Internet.

9.3.3 Multi-Metric Analysis of SMB Traffic

For multi-metric anomaly detection, we transform the standardized mea-
surement variables into y-scores using batch-mode PCA. As before, we use
the first two weeks of data for estimating the mean and covariances. There-
after, we calculate the T 2 statistic as well as the T 2

H statistic of PC4 to PC8
and apply control charts with constant control levels to the resulting time
series. As a result, we detect several additional alarms which are all related
to the same causes as explained in the previous subsection. On the other
hand, some of the alarms detected by the single-metric approach are not
found by the T 2 and T 2

H control charts.

We omit a further discussion of the detection results. In summary, T 2

and T 2
H control charts applied to SMB traffic provide good detection results.

The detected alarms complement those obtained with single-metric control
charts.

9.4 Discussion of Results

In this chapter, we applied single-metric and multi-metric residual genera-
tion and change detection methods to specific subsets of the analyzed flow
dataset, namely to ICMP and SMB traffic. We chose these two protocols
because normal users and applications are not expected to use them in an
ISP network. Hence, any anomalous changes in the corresponding parts of
traffic are suspicious from the outset.

Our evaluation results confirm that monitoring ICMP traffic is very in-
teresting for the network administrator. One the one hand, ICMP is often
used for network scans. On the other hand, ICMP messages also appear
in large numbers during TCP or UDP scans in order to report unreachable
destinations. Last but not least, increased ICMP traffic may occur in the
case of network or server problems.

Traffic measured in an ISP network should not contain any SMB traffic
because this protocol is to be used in local networks only. Indeed, we iden-
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tified only two SMB connections which resembled legitimate traffic. In all
other time intervals with increased SMB traffic, we found suspicious patterns
of SMB network scans or large numbers of failed login attempts, probably
going back to password guessing.

We expect that the focused analysis of other parts of traffic would also
produce interesting results. For example, we found multiple incidents of SSH
password guessing in the overall IP traffic although SSH represents a small
proportion of the traffic only. Hence, examining SSH traffic separately from
the remaining traffic will very probably reveal more of these incidents. In
contrast to ICMP and SMB, however, we must not consider all SSH traffic
as suspicious because there are legitimate use cases for this protocol, such
as remote shell access or file transfers. Therefore, anomaly detection may
result in many irrelevant alarms unless we restrict it to metrics which are
mainly sensitive to password guessing, such as the numbers of distinct source
and destination ports.

Alternatively to selecting specific parts of traffic, we can remove the
traffic of applications which are known to cause a lot of irrelevant anomalies
in the measurement time series. For example, it could be worth analyzing
UDP traffic without DNS in order to reduce the number of irrelevant alarms.
DNS traffic can be very reliably identified and filtered out using the well-
known port 53.

Regarding the detection results of Chapter 8 and this chapter, we see
that the majority of relevant alarms goes back to scanning activities and
password guessing. For the investigation of anomaly causes, it would be
very helpful if these kinds of anomalies were identified without requiring
any manual examination of the original flow data. For this purpose, we have
developed identification algorithms which automate the search for patterns
of scans and password guessing. These algorithms proved to be very useful
for our evaluation of the anomaly detection results. A presentation of the
identification algorithms follows in the next chapter.
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10. IDENTIFICATION OF ANOMALY CAUSES

10.1 Introduction

Chapters 8 and 9 were dedicated to the evaluation and comparison of differ-
ent anomaly detection methods. One aspect of the evaluation concerned the
relevance of the detected anomalies for the network administrator. There-
fore, we identified the likely causes of the detected anomalies by examining
the original flow data.

The investigation of an anomaly usually starts with the determination of
‘heavy hitters’, which are hosts generating more traffic volume or contact-
ing a larger number of destinations than the other hosts. For this purpose,
we determine the source IP addresses with the largest amount of outbound
traffic measured in bytes, packets, or flow records, or the largest numbers of
distinct destination IP addresses or ports (sometimes called ‘fan-out’) ob-
served in the time interval of the anomaly to be inspected. Heavy hitters
generating large traffic volume are often popular servers sending data to
their clients. In this case, the local port can help to identify the applica-
tion or service if a well-known port number is used, such as TCP port 80
for HTTP (i.e., web traffic) or UDP port 53 for DNS (Domain Name Ser-
vice). Alternatively, the heavy hitter could be a client which is uploading
large amount of data to a server or to other peers in a peer-to-peer (P2P)
network. A heavy hitter which sends packets to a lot of destination IP ad-
dresses or destination ports looks like a ‘scanner’, that is a host performing
a network or port scan, respectively.

The identification of heavy hitters provides the basis for an initial sus-
picion regarding the cause of an anomaly. In order to validate or falsify our
assumption, we need additional information about the characteristic of the
traffic. Furthermore, it is useful to have a close look at the reverse traf-
fic, if there is any. Last but not least, we need to verify if the identified
flows are actually responsible for the detected anomaly. If the effect on the
measurement variables is very small, or if the identified cause has already
existed before the alarm, we might be off the track and should look for an
alternative explanation of the anomaly.

The identification of anomaly causes is not only required for our eval-
uation but also for the practical deployment of traffic anomaly detection
methods in general. The mere information about an anomaly is not very
helpful for the network administrator because he needs much more details
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about what is happening in the network in order to assess the situation and
react accordingly. It is out of the question that the network administrator
identifies the anomaly causes manually because this work can be very time
consuming. Instead, additional information and a precise description of the
traffic which causes the detected anomaly should be automatically provided
as far as possible.

In this chapter, we present identification algorithms which enable the
recognition of three frequent causes of relevant anomalies, namely network
scans, port scans, and large numbers of failed login attempts which are likely
caused by brute-force password guessing. Given the time interval in which
an anomaly has been detected, these algorithms search the flow records for
characteristic patterns for these kinds of incidents.

In the past, a couple of methods for identifying harmful traffic patterns
in packet or flow data have been presented. We give an overview on this
related work in the next section. A major difference to our approach is that
most of the existing methods maintain data structures which are specific
to the traffic patterns to be identified. In contrast, our identification algo-
rithms are based on a flow database storing the original flow records. From
this database, the necessary information is retrieved on demand using ap-
propriate SQL (Structured Query Language) queries. We do not keep any
additional data structures or states. In many networks, flow repositories are
already used for other purposes, such as traffic monitoring or accounting.
Hence, the effort to implement and deploy our identification algorithms is
low. The table structure of the flow database as well as other prerequisites
of the algorithms are described in Section 10.3.

In Sections 10.4 and 10.5, we present two algorithms for the detection of
network and port scans. Section 10.6 explains how to identify clients which
establish a large number of short connections to the same server, which is a
characteristic traffic pattern for many failed login attempts. In Section 10.7,
we discuss the resources required to perform the database queries of the
identification algorithms before Section 10.8 concludes this chapter.

10.2 Existing Approaches for Identifying Harmful Traffic

Patterns

In this section, we give an overview on related work dealing with the detec-
tion and identification of specific patterns of harmful traffic. The overview
focuses on methods which have been explicitly proposed for the analysis of
flow data, and on methods which originally work on packet data but could
be applied to flow data as well. Research in this area has principally aimed
at the detection of scans, worm propagation, and flooding attacks. On the
other hand, we are not aware of any methods considering the flow-based
identification of failed login attempts.
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In a presentation of the flow analysis tool suite SiLK [GCD+04], Gates et
al. give several examples how these tools can be used for security analysis.
Particularly, the authors demonstrate how to identify network scans and
SYN flooding attacks. In principle, the analysis is based on the recognition
of heavy hitters as sketched in the introduction of this chapter. As an
alternative method to detect network scans with SiLK, McHugh suggests to
determine all source IP addresses which appear in the flow records [McH04].
The resulting list of IP addresses represents the active hosts in the network
under the condition that address spoofing can be excluded and asymmetric
routing does not inhibit the monitoring of bidirectional traffic. Hosts sending
packets to a large number of IP addresses which do not belong to this list
are classified as potential scanners.

SiLK uses a file-based flow repository and implements a set of tools which
enable specific queries on the stored flow records, including the application
of filters and certain types of heavy hitter identification. Similar open-
source tool suites with equivalent functionality are flow-tools [FR00] and
nfdump [NfD10]. However, the functionality offered by SiLK, flow-tools, and
nfdump is not sufficient to realize the identification algorithms proposed in
this chapter. In order to implement our algorithms upon the file-based flow
repositories, we would have to write additional query functions. Therefore,
our current implementation is based on a flow database which allows us to
perform very flexible and complex queries on the flow records using regular
SQL statements. More information about the flow database is given in the
next section.

Binkley et al. propose the analysis of host behavior with help of several
statistics of inbound and outbound traffic, including counters for the num-
ber of TCP packets with specific TCP flags (SYN, SYN/ACK, FIN, and
RST) [BMG05]. Among others, the authors define a profile for hosts which
are likely infected by a worm. Although the host classification method has
been originally conceived for packet data analysis, it should work in a sim-
ilar way with flow records as its input. A necessary condition is, however,
that the TCP control bits field is included in each flow record, containing
the disjunction of all TCP flags observed in the packets of the flow.

Leckie and Ramamohanarao [LR02] propose an algorithm for network
scan detection which is based on the assumption that scanners choose their
targets randomly with equal probability. Regarding the entire traffic, though,
the frequency distribution of destination IP addresses does not resemble a
uniform distribution. As a consequence, a scanner is expected to send many
packets to destinations which rarely occur in the overall traffic. On the
other hand, a normally behaving host is expected to mainly communicate
with destinations which are frequently accessed. Since it is not useful to
classify a host as a scanner just because it has sent a single packet to a rare
destination, the number of distinct destinations is also taken into consid-
eration. The authors assume that the number of destination IP addresses
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contacted by a normal host is Poisson distributed whereas a scanner may
send packets to an arbitrary number of destinations which is uniformly dis-
tributed and limited only by the size of address space. The algorithm needs
to maintain a list for every host which contains the contacted destination
IP addresses. Based on this information, it calculates the probabilities of
normal and scanning behavior for every host and classifies them according
to the maximum likelihood.

In the case of TCP, a useful statistic for detecting scans is the number
of failed connection attempts. Under normal conditions, most TCP con-
nections initiated by a host will be successful. In contrast, the number of
failed connection attempts will be high if the host is performing a TCP net-
work or port scan. The scan detection algorithm Threshold Random Work
(TRW) by Jung et al. records the number of successful and failed connec-
tion attempts for a given host and performs sequential hypothesis testing
until the host can be classified as benign or as a scanner [JPBB04]. This
algorithm has been integrated into the network intrusion detection system
Bro [Pax99]. If the TCP control bits field is available in the flow records,
we can distinguish successful and failed TCP connection and thus apply the
TRW algorithm. In fact, the TRW algorithms has been successfully imple-
mented as flow analysis module for VERMONT [VER10] (see Section 2.4.2).

In his master’s thesis, Malmedal proposes a flow-based scan detection
method which determines heavy hitters with the largest numbers of failed
connection attempts [Mal05]. As before, the TCP control bits field is needed
to identify failed connection attempts. Similar to our approach, flow records
are stored in a database on which queries are performed using SQL state-
ments.

An important aspect is the validity of the assumed traffic patterns. For
example, if the observed traffic is compared to the expected behavior of
a client host, the corresponding method may fail in the case of a server
which shows very different inbound and outbound traffic characteristics. In
particular, the number of destination IP addresses will be very large even
under normal conditions. We assume that most of the existing approaches
result in an increased number of false positives if the behavior of regular
hosts varies a lot. In this context, a false positive is the identification of an
incident which has not occurred. Our identification algorithms reduce the
risk of false positives by considering multiple aspects of the traffic, including
the properties of reverse traffic and the number of packets per flow.

10.3 Prerequisites

The identification algorithms presented in the following sections require that
the original flow records of the inspected time interval are available. The
necessary storage capacity mainly depends on the number of flow records.
Furthermore, the storage system must provide an interface which enables
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Tab. 10.1: Flow table layout

Flow key fields

Column name Data type Description

srcIP uint32 Source IP address
dstIP uint32 Destination IP address
srcPort uint16 Source port or 0 if not available
dstPort uint16 Destination port or ICMP type/code
proto uint8 Transport protocol

Non-key fields

Column name Data type Description

bytes uint64 Number of bytes
pkts uint64 Number of packets
firstSwitched uint32 Flow start in seconds (unix time)
lastSwitched uint32 Flow end in seconds (unix time)

the identification algorithms to perform different kinds of queries on the
flow records.

Database systems offer powerful data processing and querying functions
and are optimized for handling large amounts of data. Hence, we decided
to store the flow records in a database in order to profit from the exist-
ing functionality. The advantage of this approach is that the identification
algorithms can be realized with small sequences of SQL statements. Alterna-
tively, the algorithms could be implemented for file-based flow repositories,
such as those generated by SiLK, flow-tools, or nfdump. As mentioned in
Section 10.2, however, the current functionality offered by these tool suites
is not sufficient and would have to be extended in order to support the
required queries.

Table 10.1 shows the flow key and non-key fields which are stored for each
flow record. The flow key fields correspond to the common IP quintuple, the
non-key fields to the timestamps and statistics which are typically exported
by the flow metering process. If ICMP is transport protocol, the field of
the destination port number is overloaded with the ICMP message type and
code, which is common practice in flow records of Cisco NetFlow.

The TCP control bits field is not included in the table although the
information encoded in this field would allow us to assess very easily if a
TCP connection has been initiated, successfully established, rejected, or
terminated. Nevertheless, our identification algorithms currently do not
make use of TCP control bits because the corresponding field is not always
available in the NetFlow records exported by Cisco routers.

As mentioned in Section 7.6, we use MySQL [MyS10] for our flow data-
base. Flow records are stored in flow tables, each containing 30 minutes of
flow data. We decided to start a new flow table every half an hour in order
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to limit the size of a single table. The inspection of an anomaly typically
focuses on a time span of a few minutes, which means that flow records
stored in one or two neighboring tables are concerned. In the later case, the
two tables can be virtually merged in one table using the MERGE storage
engine of MySQL.

Although splitting the flow data into time bins of exactly 30 minutes
is arbitrary, it generally makes sense not to store all flow records in one
large table. Firstly, queries on large tables are slow unless appropriate table
indexes exist. Secondly, we can easily drop old flow tables if the stored flow
data is not needed any more. This facilitates the implementation of a round
robin database (RRD) which only keeps the most recent flow data. If a
single table was used, the database system would have to search the rows to
be removed, which is a much more complex operation.

Using an index for appropriate columns can reduce the query time sig-
nificantly. On the other hand, building indexes requires additional compu-
tational resources as well as additional memory to store the index files. In
order to keep the index up-to-date, it has to be updated with every new
row, which slows down the insertion of flow records into the database. As
this may cause a bottleneck if new flow records are received at a very high
rate, we do not use any indexes in our implementation.

10.4 Network Scans

10.4.1 Network Scan Characteristics

Network scan can be performed using ICMP, TCP, or UDP as transport
protocol. The purpose of an ICMP network scan is to find active hosts in
the network. Network scans based on TCP and UDP are used to check if a
specific port is open on the target hosts.

In the case of an ICMP network scan, the scanner emits ICMP echo
request messages to the target IP addresses. If the IP address is in use, the
corresponding host will answer the echo request with an ICMP echo reply
message. Hence, the scanner knows for sure that the IP address belongs to
an existing and reachable host if it receives a reply message. However, both
echo request and reply messages may be blocked by firewalls. Therefore, a
missing reply messages does not necessarily mean that the target IP address
is indeed unused.

During a TCP network scan, the scanner emits TCP SYN packets with
the same destination port to different target IP addresses. If a target host
exists and if the corresponding port is open, the connection is usually ac-
cepted by returning a SYN/ACK packet. In this case, the scanner knows
that the port on the target host is open and accessible. If the scanner re-
ceives a RST/ACK packet instead of a SYN/ACK packet, the target host
has rejected the connection attempt, typically because the given port is
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closed. Quite often, however, the scanner does not get any response at all.
This is because many hosts are protected by firewalls blocking incoming
TCP packets which do not belong to an existing connection and which are
directed to ports that are not supposed to offer any service to external users.

TCP network scans may also use packets with other TCP flags. In the
past, scans with FIN packets or packets with invalid flag combinations, such
as SYN/FIN and FIN/PSH/URG (called ‘XMAS scan’), have been used
to pass firewalls with incorrectly implemented packet filters. These scans
result in the return of RST/ACK packets if the given port is open. ACK
packets with invalid sequence numbers, which can also be used for scans,
are always answered with RST/ACK packets, independently of whether the
port is open or closed. Hence, ACK scans can be used to find active hosts,
yet they do not provide any information about open ports.

A UDP packet arriving at a closed port typically results in an ICMP
port unreachable message returned to the sender. If the port is open, the
reaction depends on the service or application bound to this port. Only if
the UDP packet is answered with reverse traffic of any kind, the scanner
is able to identify an open UDP port. Due to the limited utility, it is not
surprising that we did not find any anomaly related to UDP scans in the
analyzed dataset.

Regardless of whether the scanner uses ICMP, TCP, or UDP packets,
ICMP host unreachable messages should be returned by routers in the net-
work if the target IP address is not assigned to any host. In this case,
the scanner knows for sure that the target does not exist. If a packet is
blocked due to a packet filter in a firewall, an ICMP destination unreach-
able messages with code ‘communication administratively prohibited’ may
be returned. In fact, some of the ICMP anomalies found in Section 9.2 are
related to this kind of ICMP messages.

In Chapters 8 and 9, TCP and ICMP network scans turned out to be
frequent causes of anomalies. After a scanner had hit an open TCP port, we
often observed a complete TCP connection establishment and the exchange
of additional packets. Sometimes, the scanning host opened additional TCP
connections to the same target host to infect or break into the system. For
example, we detected multiple network scans to ports 22 (SSH) and 445
(SMB) where a small proportion of the scanned hosts accepted the TCP
connections. As a consequence, we observed multiple short TCP connections
to these hosts resembling the traffic pattern of failed login attempts. In
Section 10.6, we present an algorithm for identifying this kind of pattern.

Sometimes, we observed that a TCP network scan targeted multiple
ports in parallel. As an example, we detected simultaneous networks scans
to ports 1433 and 3389 or ports 80, 8080, and 3128 in Section 9.2.2. We also
observed that ICMP network scans were often followed by TCP connection
attempts to specific services. This means that some scanners first scanned
a wide range of IP addresses using ICMP echo request messages before
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continuing with a TCP network scan to those hosts that proofed to be
reachable via ICMP.

In a recent study on the evolution of scanning in the past years, Allman
et al. report that scans have become very frequent since 2000 [APT07]. In
the dataset analyzed by the authors, the majority of all TCP connections
observed in 2003 and later go back to scans. Network scans are much more
frequent than port scans. On average, around 500 hosts are scanned during
a network scan, yet a few scanners target several thousand IP addresses.
These observations correspond to our traffic analysis results. Unfortunately,
the paper only deals with TCP scans although the evolution of ICMP scans
would have been very interesting as well.

10.4.2 Algorithm for Network Scan Identification

As we have seen in Chapters 8 and 9, network scans cause large numbers
of distinct destination IP addresses. Further metrics which are sensitive to
network scans are the number of records and, in the case of TCP network
scans, the number of distinct source ports. Hence, an anomaly detected in
at least one of these metrics is a hint of a network scan taking place in the
corresponding time interval.

A network scan is characterized by many flows originating from the same
source IP address and directed to different destination IP addresses. There-
fore, we define a threshold Dmin for the minimum number of target hosts
to be contacted by a scanner within the given time interval. Dmin divided
by the length of the time interval results in the lowest scan rate that can
be detected if the scan lasts for the entire interval. For an interval length of
5 minutes, Dmin = 50 is a good compromise, corresponding to a minimum
sustained scan rate of 10 hosts per minute.

Flows involved in a network scan are typically composed of only one
packet. Sometimes, however, we observed flows containing more than one
packet, maybe because the scanner sent duplicate packets. On the other
hand, flows with large numbers of packets very unlikely belong to a scan.
Therefore, it is save to ignore flows with more than Pmax packets, Pmax being
a small positive number. In practice, Pmax = 3 is an appropriate value as
it filters out all established TCP connections and keeps flows containing
occasional retransmissions of scan packets. This value also works fine for
ICMP network scans.

A third characteristic of a network scan is that reverse traffic is only
observed for a small proportion of the target hosts because many scanned
hosts do not exist. More generally, the number of hosts sending packets to
the scanner is much lower than the number of scanned hosts. Otherwise,
the scanner is either extremely successful, which is very unlikely, or the
traffic is not caused by a scan but belongs to an application with similar
characteristics.
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Input: Flow records of the given time interval, expected maximum number
of packets in a scanning flow Pmax, minimum number of scanned IP
addresses (Dmin)

Output: (srcIp, proto, dstPort) tuple of each identified network scan
(dstPort omitted if not applicable)

From all flows containing at most Pmax packets, determine all1

(protoi, srcIpi, dstPorti) tuples for which the numbers of distinct
destination IP addresses #dstIpsi are ≥ Dmin;
for i = 1, 2, . . . do2

if protocol does not use ports (e.g., ICMP, protoi = 1) then3

From the subset of flows with protocol protoi and destination IP4

address srcIpi, determine the number of distinct source IP
addresses r;
if r ≪ #dstIpsi then5

Optionally, determine the subset of destination IP addresses of6

flows with source IP address srcIpi (i.e., the scanned IP
addresses) and the subset of source IP addresses of flows with
destination IP address srcIpi (i.e., the responding hosts) and
verify if the second subset is included in the first one;
Optionally, check if the scanning packets are actually observed7

before the corresponding response packets;
Report a network scan with protocol protoi originating from8

srcIpi;
endif9

else10

From the subset of flows with protocol protoi, destination IP11

address srcIpi, and source port dstPorti, determine the number of
distinct source IP addresses r;
if r ≪ #dstIpsi then12

Optionally, determine the subset of destination IP addresses of13

flows with source IP address srcIpi and destination port
dstPorti (i.e., the scanned IP addresses) and the subset of
source IP addresses of flows with destination IP address srcIpi

and source port dstPorti (i.e., the responding hosts) and verify
if the second subset is included in the first one;
Optionally, check if the scanning packets are actually observed14

before the corresponding response packets;
Report a network scan with protocol protoi originating from15

srcIpi to port dstPorti;
endif16

endif17

endfor18

Alg. 1: Network scan identification
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Based on the above considerations, we developed the identification al-
gorithm shown in Algorithm 1. The first query in line 1 identifies the IP
addresses of potential scanners by analyzing the outbound traffic of all hosts.
In SQL, the query looks as follows (<flow_table> being the placeholder of
the table name):

SELECT proto, srcIp, dstPort, COUNT(DISTINCT dstIp) AS di

FROM <flow_table> WHERE pkts<=3

GROUP BY proto, srcIp, dstPort HAVING di>=50;

In order to respond to this query, the database determines the number of
distinct destination IP addresses for all flows which contain at most Pmax

packets and share the same triple of protocol, source IP address, and desti-
nation port. Triples with less than Dmin distinct destination IP addresses
are discarded, the others are kept for further inspection. The source IP ad-
dresses of the kept triples belong to potential scanners. In the case of TCP,
the associated destination ports indicate the scanned ports.

As the ICMP message type and code are encoded in the destination port
column of ICMP flows, we can verify whether the scanning flows consist of
ICMP echo request messages. In the case of other ICMP messages, it is not
an ICMP network scan. In Algorithm 1, we omit this check.

The second query determines the number of distinct source IP addresses
responding to a potential scanner. The query is different for transport pro-
tocols with ports (line 10) and without ports (line 4) . Only if ports are
used, we know that the source port of the returned flows must be equal to
the scanned port. The response traffic must always be directed to the IP
address of the scanner. The query in line 10 corresponds to the following
SQL statement:

SELECT COUNT(DISTINCT srcIP) FROM <flow_table>

WHERE proto=<proto> AND srcPort=<scanned_port> AND

dstIp=<scanner_ip>;

<proto>, <scanned_port>, and <scanner_ip> are placeholders for trans-
port protocol, the scanned port, and the IP address of the scanner. In the
query of line 4, the condition on the source port is omitted. If the desti-
nation port field is overloaded with message type and code in the case of
ICMP, we could check if the return flows contain ICMP echo reply messages.

Next, the number of scanned IP addresses is compared to the number
or responding IP addresses (lines 7 and 13). If the number of responding
IP addresses is significantly smaller, it is very certain that we have found
a network scan. For further verification, we could check if the responding
IP addresses actually match any of the scanned IP addresses. Furthermore,
we could compare the timestamps of two matching flows in order to confirm
that the scan packets precede the returned packets. To do so, the available
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timestamps would need to be accurate enough to determine the order of
the flow starts correctly. As it is unlikely that these two additional checks
lead to a falsification of the network scan hypothesis, the comparison of the
numbers of IP addresses is sufficient in practice.

10.4.3 Limitations

The algorithm assumes that a scanner contacts at least Dmin different des-
tination IP addresses in the given time interval. If a network scan addresses
a smaller number of hosts, the scanner remains unnoticed in the first step
of the algorithm. We may also miss a network scan if the scanning speed
is very low, or if the scan is performed with distributed hosts, each send-
ing packets to a small number of targets only. The probability to identify
slow network scans can be increased by decreasing Dmin or by applying the
algorithm to a larger time interval.

Furthermore, the algorithm assumes that only a small number of scanned
hosts answer the scanner. If the scanner is very successful and receives
responses from the majority of scanned hosts, the traffic does not correspond
to the expected pattern of a network scan. The scanner can evade detection
by sending duplicate packets so that more than Pmax packets are accounted
in each flow record.

Finally, the algorithm may misclassify other traffic as a network scan.
For example, if asymmetric routing inhibits that we observe both outbound
and inbound traffic of a specific host, the resulting traffic flows could match
the given pattern.

10.5 Port Scans

10.5.1 Port Scan Characteristics

Port scans can be performed for transport protocols using ports, such as
UDP or TCP. In Section 10.4.1, we explained the different cases which may
occur if a TCP or UDP packet is emitted during a network scan. The same
considerations apply to port scans.

The difference between network scans and port scans is that a port scan-
ner sends packets to multiple ports on a single host in order to determine
which ports are open. If the target hosts exist and if no firewall blocks
parts of the traffic, the host will reply to every TCP SYN packet with a
SYN/ACK or RST/ACK packet, depending on whether the port is open or
closed. Hence, in contrast to network scans, the number of reverse flows is
more or less equal to the number of scanning flows. In the analyzed dataset,
however, we only observed few reverse flows during port scans, probably due
to firewalls.

In the case of UDP, the target host returns an ICMP port unreachable
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messages if a UDP packet is received on a closed port. As ICMP flows
are only distinguished by the message type and code, there will be a single
ICMP flow returned to the scanner.

In the analyzed dataset, we only found two anomalies caused by TCP
port scans. A possible explanation is that large port scans are not very
interesting for worms and hackers because the ports of the services to be
attacked are typically known in advance. Hence, it is sufficient to send
packets to specific ports only.

The first port scan contained packets directed to more than 34,000 dif-
ferent ports. Reverse traffic was observed for two ports only. The second
scan was more selective and checked around 6,200 ports. There was no
reverse traffic in the dataset, maybe due to asymmetric routing. In both
cases, the number of distinct source ports used by the scanner was less than
50, which means that the same local port was used for multiple destina-
tion ports. This behavior suggests that the scans were not performed with
normal TCP sockets because these would use a new source port for every
connection attempt.

10.5.2 Algorithm for Port Scan Identification

In Section 8.3.3, port scans have been detected because of anomalously large
numbers of flows or distinct destination ports. The expected pattern in the
flow records consists of several flows which are sent from the same source
IP address to the same destination IP address. Every flow is directed to
another destination port. Typically, each flow contains one packet only.
Due to duplicates, however, there might be more than one packet in a flow.
Therefore, we consider flows with up to Pmax = 3 packets, just like in the
case of network scans. Furthermore, we assume that a scanner sends packets
to at least Dmin = 50 different ports in the given time interval.

In the case of TCP, we can expect that the number of reverse flows is not
larger than the number of scanning flows, and that the number of distinct
source ports in the reverse flows is not larger than the number of scanned
ports. In the case of UDP, the target host may return UDP packets if the
port is open. As some of the scanned ports are very probably closed, we can
expect a flow of ICMP port unreachable messages unless these messages are
blocked by a firewall. Again, the number of reverse flows is not larger than
the number of scanning flows.

It is useful to have a look at the source ports of the scanning flows.
A large number of distinct source ports fortifies the assumption that the
observed traffic is a port scan because using a new ephemeral port for every
TCP connection attempt corresponds to the behavior of a regular TCP
client. In our flow data, however, we saw that the scanner used the same
source port for a large number of destination ports. Hence, a small number
of source ports must not lead to the rejection of the port scan hypothesis. At



10.5. Port Scans 189

Input: Flow records of the given time interval, expected maximum number
of packets in a scanning flow Pmax, minimum number of scanned
ports (Dmin)

Output: (srcIp, proto, dstIp) tuple of each identified port scan
From all flows with source port > 1023 and at most Pmax packets, determine1

the number of flow records #recordsi of all (protoi, srcIpi, dstIpi) tuples for
which the numbers of distinct destination ports #dstPortsi are ≥ Dmin ;
for i = 1, 2, . . . do2

Determine the number of flow records r with protocol protoi,3

destination IP address srcIpi, source IP address dstIpi, and destination
port > 1023 ;
if r ≤ #recordsi then4

Verify if the variation in the average packet length is small for those5

flow records with source IP address srcIpi, destination IP address
dstIpi, and at most Pmax packets;
Optionally, check if the scanning packets are actually observed6

before the corresponding response packets;
Report a network scan with protocol protoi originating from srcIpi7

and targeting dstIpi;
endif8

endfor9

Alg. 2: Port scan identification

least, the source port used by the scanner is very likely not a well-known port
and therefore larger than 1023. If the source port is a registered port of a
common application or service, we should check very carefully if we actually
observe regular application traffic instead of a port scan. Section 10.5.3
discusses this problem in more detail.

Taking into account the above considerations, Algorithm 2 finds patterns
of port scans. The query in line 1 determines all triples of protocol, source
IP address, and destination IP address in the flow records with at most
Pmax packets and source port larger than 1023 (i.e., beyond the range of
well-known ports). A triple identifies a potential port scan if the number of
distinct destination ports is Dmin or larger. Using SQL, the query looks as
follows:

SELECT proto, srcIp, dstIp, COUNT(*),

COUNT(DISTINCT dstPort) AS dp FROM <flow_table>

WHERE pkts<=3 AND srcPort>1023

GROUP BY proto, srcIp, dstIp HAVING dp>=50;

The source IP addresses of the resulting triples are the IP addresses of
potential scanners.

The second query in line 3 obtains the number of flow records in reverse
direction. The corresponding SQL statement is:
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SELECT COUNT(*) FROM <flow_table> WHERE proto=<proto>

AND srcIp=<scanned_ip> AND dstIp=<scanner_ip>;

<proto>, <scanned_ip>, and <scanner_ip> are placeholders for the trans-
port protocol, the IP address of the scanned host, and the IP address of the
scanner, respectively. If the number of flows in reverse direction does not
exceed the number of flow records from the scanner to the scanned host,
this may be a port scan.

As a further step, we propose to verify that most of the scanning flows
have the same average packet length. If TCP SYN packets are used for the
scan, the packet lengths will very probably be identical. If UDP is used, we
can also expect that the packet lengths are the same. On the other hand,
flows with different average packet lengths likely belong to an application or
service. Hence, examining the average packet length helps to exclude that
we mistake application traffic for a port scan.

Just like in the case of network scan identification, we could compare the
start timestamps of the scanning flows and the corresponding reverse flows.
Hence, it would be possible to distinguish port scans from client-server traffic
with the server being located at the position of the presumed scanner. This
analysis, however, requires that the timestamps are very accurate, which is
often not the case.

10.5.3 Limitations

Just like the network scan identification algorithm presented in Section 10.4,
port scan identification fails if the number of scanned targets (i.e., scanned
ports) is smaller than Dmin in the inspected time interval. According to our
experience, we can use relatively small values for Dmin, for example Dmin =
20, without significantly increasing the number of source IP addresses found
in the first query (line 1). This reduces the risk of not detecting a port scan.

Another conceptional problem arises if the scanner uses a well-known
port number as source port. However, we assume that this is very unlikely
to happen because using a well-known port number as a client port looks
suspicious from the outside.

A challenging problem is the possible misclassification of application traf-
fic as port scans. For example, there are applications and services which
maintain multiple persistent TCP connections between clients and servers.
If the traffic volume is very low, this may result in many flow records con-
taining a small number of packets which does not exceed Pmax. Examples
of such applications which we have found in the analyzed dataset are MS
SQL server (TCP port 1433), MySQL server (TCP port 3306), Ident (TCP
port 113), Razor database used by Spamassassin (TCP port 2703).

One possibility to filter out this kind of application traffic is to look at
the port numbers because the server uses the well-known or registered port
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of the given service. For this purpose, we already restrict the source ports of
the scanning flows to numbers above 1023, hence traffic of services with well-
known ports are ignored. Many operation systems choose ephemeral client
ports from the range of registered ports between 1024 and 49151. Hence, it
is likely that a scanner will use local ports out of this port range as well.
Therefore, the only reasonably way to ignore services which are susceptible
to the misclassification as port scans is to filter out the corresponding ports
individually.

The analysis of the average packet length distribution is very useful to
prevent misclassification because varying packet lengths are strong indica-
tors of user or application data being transfered. However, during idle pe-
riods in which an application only exchanges empty TCP ACK packets or
application-specific heartbeat messages, this criteria fails to distinguish be-
tween application traffic and port scans.

During a TCP port scan, each scanning flow may trigger a flow in re-
verse direction. In practice, however, there is often a firewall which blocks
the majority of the scanning flows. Consequently, very few scanning flows
reach their destination and provoke reverse traffic. In contrast, established
TCP connections result in bidirectional flows unless asymmetric routing is
in place. Hence, if the number of scanning flows is much larger than the
number of reverse flows, we very likely observe a TCP port scan. As men-
tioned in Section 10.5.1, this situation applied to the port scans detected in
the analyzed flow dataset.

In the case of TCP, it would be very valuable to evaluate the TCP control
bits field. This would allow us to recognize flows consisting of TCP SYN
packets, which is the type of packet primarily used during port scans.

10.6 Password Guessing

10.6.1 Password Guessing Characteristics

Remote login to specific services often requires a valid user name and pass-
word for authentication. If the user enters a certain number of invalid com-
binations of user name and password, the server usually terminates the con-
nection or session. For example, a typical Secure Shell (SSH) server gives
the user three trials before shutting down the TCP connection. In the case
of Server Message Block (SMB), the TCP connection is already closed after
a single failed login attempt.

With help of automated scripts, hackers are able to test large numbers of
different user name and password combinations. These scripts automatically
reconnect each time the server has closed the connection and try again with
new login data. Often, user names and passwords are taken from a list,
which is then called a ‘dictionary attack’. As we do not know if a dictionary
is deployed, we use the generic term ‘password guessing’ instead.
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Input: TCP flow records of the given time interval, maximum number of
packets Pmax ≥ 4 per flow, minimum number of connections Cmin

Output: IP addresses of client and server, server port number
From all TCP flows with at least 4 and at most Pmax packets, determine all1

(srcIpi, dstIpi, dstPorti) tuples for which the numbers of flow records
#recordsi are ≥ Cmin;
for i = 1, 2, . . . do2

Determine the number of TCP flow records r with at least 4 and at3

most Pmax packets, destination IP address srcIpi, source port dstPorti,
and source IP address dstIpi;
if r ≈ #recordsi then4

Verify if the variation in the numbers of packets per record is small5

in both directions;
Report password guessing originating from client srcIpi to port6

dstPorti on server dstIpi;
endif7

endfor8

Alg. 3: Password guessing identification

The number of packets and bytes exchanged per connection is typically
small and does not vary much between different connections. According to
our observation, failed SSH login attempts result in 10 to 15 packets in each
direction, failed SMB login attempts in 6 to 10 packets. Hence, password
guessing appears as a large number of similar, short connections between
one client and one server. Thereby, the server port remains the same while
the port number at the client varies from one connection to the other.

We assume that TCP is used as transport protocol, which is commonly
the case for the considered services. As TCP connection establishment and
termination require at least three packets in each direction, we can expect
that four packets or more are exchanged during password guessing.

10.6.2 Algorithms for Password Guessing Identification

As discussed in the previous section, flows involved in a failed login attempt
contain a small number of packets. We restrict our search to flows with at
least four packets and at most Pmax packets. Setting a lower limit for the
number of packets enables the distinction between flows which are poten-
tially part of password guessing and flows occurring during a network or
port scan because the later ones usually contain only one packet. Regarding
the maximum number of packets, Pmax = 20 works fine for our purposes.

Just like network and port scans, the traffic pattern of password guessing
can be detected with a few queries to the flow database. Algorithm 3 shows
a possible solution. In line 1, we determine all triples of source IP address,
destination IP address, and destination port for which the number of TCP



10.6. Password Guessing 193

flows with at least four and at most Pmax packets is equal to or larger than
Cmin. Cmin defines the minimum number of failed login attempts which
must be observed in the given time interval in order to consider the traffic as
the possible result of password guessing. As a consequence, a small number
of failed login attempts, which may occur if a legitimate user has forgotten
its password, will not lead to a false alarm.

In SQL, the first query looks as follows:

SELECT srcIp, dstIp, dstPort, COUNT(*) AS r

FROM <flow_table> WHERE proto=6 AND pkts>=4

AND pkts<=20 GROUP BY srcIp, dstIp, dstPort

HAVING r>=20;

The source IP addresses in the result set belong to potential originators of
password guessing. The corresponding destination IP addresses and ports
identify the affected services.

The second query (line 3) determines the traffic in reverse direction,
again restricting the search to TCP flows with at least four and at most
Pmax packets. The corresponding SQL statement is:

SELECT COUNT(*) FROM <flow_table> WHERE proto=6

AND pkts>=4 AND pkts<=20 AND srcIp=<server_ip>

AND srcPort=<service_port> AND dstIp=<client_ip>;

<server_ip>, <service_port>, and <client_ip> are placeholders for the
IP address and port of the service and the IP address of the client ini-
tiating the failed login attempts, respectively. If the number of flows is
approximately the same in both directions, we can assume that we observe
established TCP connections. If the reverse traffic is missing in the dataset,
for example due to asymmetric routing, this check will fail as discussed in
Section 10.6.3.

Finally, we verify that the variation in the number of packets per flow is
small. In fact, we expect very little variation in the case of password guessing
as long as the login attempts fail. On the other hand, the numbers of packets
are usually more variable if the traffic is not related to login attempts but
belongs to a client-server application which uses many small connections.
An example is a web browser which establishes multiple HTTP sessions
to download objects from a web server. Thus, analyzing the packet count
distribution helps distinguishing password guessing from regular application
traffic.

10.6.3 Limitations

There are certain situations where password guessing remains unnoticed or
where other traffic is falsely regarded as the result of failed login attempts.
As we look for a minimum number of connections Cmin to be observed in
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the given time interval, password guessing will not be recognized if the login
attempts occur at a lower number or rate than expected. The password
guessing software may also generate more than Pmax packets. In order
to evade detection, an attacker can enforce this by splitting messages into
multiple small TCP segments or by sending additional TCP ACK packets
without payload.

Again, asymmetric routing which prevents the observation of both di-
rections of the traffic is a problem. As symmetry in the exchanged traffic
is regarded as an essential characteristic, password guessing will not be rec-
ognized if only one direction of the connection is monitored. Finally, the
traffic differs from the expected pattern if the login is successful. In this
case, the TCP connection is not shut down but persists with the exchange
of additional data, such as a shell prompt in the case of SSH. Consequently,
the number of packets will probably be larger than Pmax.

It is also possible that a protection mechanism at the server rejects new
connection attempts from a client which already failed to provide a valid
user name and password combination for a certain number of times. In this
case, the resulting flows may contain less than four packets and therefore be
ignored by the algorithm. Moreover, password guessing will very likely stop
quickly if new TCP connections are rejected. Depending on how quickly
the server starts rejecting new connections, the connection count may stay
below Cmin and thus inhibit the password guessing identification.

Traffic of client-server applications using large numbers of short-lived
connections risks to be misclassified as password guessing. In particular,
this problem occurs with web traffic. In order to accelerate the download
of web pages, web browsers open multiple HTTP sessions in parallel to
retrieve several objects simultaneously. Furthermore, HTTP sessions are
usually closed after the requested objects have been downloaded. Hence,
browsing to the next web page results in new TCP connections.

In this case, the packet count distribution helps to distinguish traffic
of regular applications and password guessing. Flows of password guessing
contain more or less the same number of packets whereas the flow size of
application traffic, such as HTTP, is typically much more variable. If this
measure is not sufficient, we can filter out traffic of applications resembling
password guessing if the corresponding port numbers are known. For exam-
ple, we can quite reliably exclude HTTP traffic by ignoring flows from and
to port 80.

The distinction based on the packet count distribution is less effective in
the case of mail delivery with SMTP (Simple Mail Transfer Protocol). In the
analyzed dataset, we saw several occurrences of hosts establishing multiple
short TCP connections to a mail server (TCP port 25) where the number
of packets did not vary considerably. In most of these cases, we observed
ten to fifteen packets in each direction. We cannot say if this traffic goes
back to legitimate e-mails or spam. The similarity in the flow sizes can be
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explained by the specific dialog between client and server mandated by the
SMTP specification [Kle08]. Filtering out traffic on the well-known SMTP
port 25 is the most effective way to prevent misclassification as password
guessing.

10.7 Computational and Memory Resources

As we have seen in the previous sections, network and port scans as well
as password guessing can be identified with a few queries to the flow data-
base. In this section, we estimate the costs of these queries with respect to
computational and memory resources because these two factors directly and
indirectly influence the processing time. Therefore, we consider straightfor-
ward realizations of the queries only.

The actual resource consumption and processing time of a query depend
very much on the performance of the database system and the hardware
it is running on. An advanced database system analyzes each query and
chooses among different strategies in order to return the result as fast as
possible, given the available resources. As an example, it is often possible
to reduce the memory consumption of a query at the cost of increasing the
computational effort. At the end, this may result in a shorter processing time
if the saved memory allows keeping all intermediate results in the system’s
fast physical memory instead of swapping them to hard disk. A further
discussion of such optimizations is beyond the scope of the evaluation.

In all three algorithms, the most demanding query is the first one in
line 1. As an example, we consider the first query of the network scan iden-
tification algorithm (Algorithm 1). In order to respond to this query, all
flows containing at most three packets in the given time interval are ag-
gregated according to distinct triples of protocol, source IP address, and
destination port. Hence, the size of the resulting data structure linearly
depends on the number of distinct triple values. In addition, the associated
destination IP addresses need to be saved separately for each triple. Thus,
the number of saved destination IP addresses corresponds to the number
of distinct quadruples of protocol, source IP address, destination IP ad-
dress, and destination port. The maximum memory is required if all n flows
matching the given criteria have different combinations of protocol, source
IP address, and destination port. This results in n different triples in the
first data structure and n destination IP addresses to be saved in total.

For every flow record, the database needs to check if the corresponding
triple value and destination IP address already exist in the data structures
and eventually insert them as new values. Determining those triple values
with at least Dmin distinct destination IP addresses requires a single run
over all triples.

The queries in lines 4 and 10 of Algorithm 1 concern a much smaller
subset of the flows because protocol, destination IP address, and source
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port must match specific values. Therefore, their execution requires less
memory and computation than the query in line 1.

In order to reduce the memory consumption of the first query, we could
use probabilistic methods to approximate the numbers of distinct destination
IP addresses. Probabilistic counting methods have already been discussed in
Section 7.3 in the context of cardinality metrics. In the context of network
scan identification, their benefit would be lower because we cannot replace
the first data structure containing the distinct triple values.

The resources required for the identification of port scans and password
guessing according to Algorithms 2 and 3 can be estimated in an analogous
way. The results are similar to those of Algorithm 1.

10.8 Discussion

The algorithms presented in this chapter enable the identification of the
most frequent relevant anomaly causes found in Chapters 8 and 9. They fa-
cilitate the assessment of anomaly detection results and proofed to be very
useful for our evaluation and comparison of different residual generation and
change detection methods. For the operational deployment of anomaly de-
tection methods, the automated inspection of anomaly causes is even more
important than for our research work because network administrators do
not have the time to manually get to the bottom of every detected anom-
aly. Even more, we assume that anomaly detection alone will never be of
any practical relevance unless reliable and detailed information about the
anomaly causes is provided.

The proposed identification algorithms search flow data for characteristic
traffic patterns of relevant incidents. Their deployment is not linked to
any specific anomaly detection method. Although we use the algorithms in
order to investigate previously detected traffic anomalies, it is also possible
to run the identification without any preceding indication of an anomaly.
However, continuous searching the collected flow records for known patterns
of incidents is costly and requires sufficient resources, especially if the traffic
analysis is performed online.

Our implementation of the identification algorithms makes use of a data-
base system in which the flow records are stored. Thanks to the functionality
offered by the database system, the algorithms can be reduced to a few SQL
queries. Tools using file-based flow repositories, such as SiLK, flow-tools,
and nfdump, may be faster under certain conditions, yet lack flexibility re-
garding the supported types of queries. On the other hand, many database
systems implement different optimization strategies and cache results of pre-
vious queries, which may significantly speed up consecutive queries to the
same set of flow records. A performance evaluation of the flow database
approach is an interesting subject of future work.
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The proposed set of algorithms can be extended in order to identify
more types of incidents. As an example, an algorithm could be developed to
recognize hosts which seem to emit a lot of spam e-mails. Schatzmann et al.
studied the fingerprint of SMTP traffic in the measured flow data [SBS09]
and found flow properties which enable the discrimination of rejected and
accepted mail deliveries. Based on these results, it should be possible to
identify potential spammers as hosts for which more e-mails are rejected
than accepted due to anti-spam mechanisms installed on the mail servers.
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11. CONCLUSIONS AND FUTURE DIRECTIONS

11.1 Summary of Results

In the introduction of this dissertation, we justified the necessity of traffic
measurements and analysis by the openness and heterogeneity of the Inter-
net. Network operators have very little control on the utilization of their
network and do not know exactly which kinds of applications and services
generate the transported traffic. In addition, it is very difficult to prevent
harmful or unwanted traffic from entering the network. Therefore, traffic
measurements have become an essential source of information. In the back-
bone networks of Internet service providers (ISPs), such measurements are
commonly performed at the level of flows.

This dissertation dealt with the analysis of the resulting flow-level mea-
surement data in order to detect traffic anomalies and inspect their causes.
Traffic anomalies are often equated with harmful traffic, such as attacks
and worm propagation. However, there are many other causes of traffic
anomalies, and not all of them are of interest for the network administrator.
Therefore, our goal was to find anomaly detection methods which deliver a
large proportion of relevant alarms.

Time series of multiple traffic metrics represented the basis of our traffic
analysis. Time series scale in the presence of large amounts of traffic because
the processing complexity per time interval is independent of traffic volume
and composition. For the purpose of anomaly detection, we adopted and
combined various statistical methods of statistical process control, time-
series analysis, and principal component analysis (PCA). The evaluation of
the different methods was based on flow data collected in an ISP network.
Therefore, the results can be considered as representative for real networks.

For anomaly detection in the time series of a single metric, exponential
smoothing combined with the Shewhart control chart of individuals
turned out to be the most effective combination of the considered statistical
methods. The relevance of the detected alarms, however, depended very
much on the selected traffic metrics and the analyzed part of traffic. Most
of the alarms detected in the number of distinct source and destination IP
addresses and ports were classified as relevant whereas anomalous changes
in the numbers of bytes and packets were often caused by irregular but
uninteresting data transfers. Very good detection results could be achieved
by focusing on selected parts of traffic which were less affected by irrelevant
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anomalies.
Apart from single-metric approaches, we evaluated different multi-metric

anomaly detection methods based on PCA. Best detection results were
achieved with the T 2 and T 2

H control charts using batch-mode PCA and
robust M-estimators. This method is more complex than single-metric
anomaly detection and has the disadvantage that training data is required
to estimate the correlation between different metrics. On the other hand,
all traffic metrics can be monitored with a single control chart, achieving
a large proportion of relevant alarms. The application of incremental PCA
was an attempt to jointly consider correlation among different metrics and
temporal dependencies in the residual generation process. However, this
approach turned out to be very complex and did not produce convincing
detection results.

Our evaluation showed that forecasting techniques as well as PCA allow
transforming the original measurement time series into residuals or statistics
which are much less affected by serial correlation and systematic changes.
However, none of these modeling approaches is able to explain the entire
variation of normal network traffic. As a consequence, the variables mon-
itored in the control charts must not be assumed to be completely free of
serial correlation and non-stationarities in the in-control state. Thus, con-
trol limits cannot be calculated for a predefined false positive rate but need
to be determined empirically by the network administrator.

In order to facilitate the identification of anomaly causes, we developed
three algorithms which search the original flow records for patterns of net-
work scans, port scans, and password guessing. These three types of in-
cidents represented the most frequent causes of relevant anomalies in the
analyzed dataset. Using sophisticated patterns reflecting multiple traffic
properties, we were able to significantly reduce the risk of false identifica-
tions, that is traffic being wrongly identified as a scan or password guessing.

An important property of the examined anomaly detection methods is
that they can be easily deployed in an operational network for online analysis
of flow data. One possibility is to integrate them into the TOPAS frame-
work [MC07] which has been explicitly conceived for real-time traffic analysis
and attack detection. As part of this framework, the methods evaluated in
this dissertation can be combined with other detection techniques, such as
signature detection in packet-level measurement data (see Section 2.4.2).

11.2 Evaluation of Achievements

The research work conducted in the scope of this dissertation provided the
evaluation and comparison of different traffic anomaly detection techniques.
The evaluation was based on a thorough understanding of the fundamentals
and prerequisites of the statistical methods. Instead of simulated or gener-
ated traffic, we used traffic measurement data collected in the network of an
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ISP in order to obtain realistic results.

An important aspect of the evaluation was to assess the applied methods
as well as the detected anomalies from the point of view of the network
administrator. Thereby, we started from the assumption that network
administrators do not have the time and expertise to tune the parameters
of complex detection methods. Also, they do not want to be bothered with
irrelevant alarms which go back to significant but harmless traffic variations.
Finally, the notification of an anomaly should be enriched with additional
information about the responsible flows and the involved hosts. In the ideal
case, the most likely cause of an anomaly would be directly reported to
relieve the administrator of time-consuming manual inquiries.

Based on these considerations, we defined four criteria in Section 1.2
according to which the studied traffic anomaly detection approaches should
be evaluated. In the following, we judge the outcome of the dissertation
and show that the proposed combination of residual generation techniques,
change detection, and anomaly identification algorithms fulfills the given
criteria in a satisfactory manner.

Ease of deployment

Exponential smoothing and the Shewhart control chart of individuals can
be implemented very easily. The Shewhart control chart of individuals can
be realized with constant or adaptive control limits. Using constant control
limits, there exist only two configuration parameters: the smoothing con-
stant of exponential smoothing α and the level of the control limits L. In
the case of adaptive control limits, a second smoothing constant ρ controls
the updates of the EWMS estimator. α = 0.5 and ρ = 0.01 turned out
to be appropriate values under various conditions, thus there is no need to
change these settings. On the other hand, the level of the control limits
directly influences the number of triggered alarms and therefore represents
the primary knob for adjustments.

More demanding is the implementation and deployment of multi-metric
anomaly detection based on batch-mode PCA. Calculating the PCs requires
the estimation of the covariance matrix and the subsequent computation of
eigenvalues and eigenvectors. Therefore, training data is needed which must
not contain any long-lasting anomalies. Sporadic outliers can be tolerated
if the robust M-estimator is used to estimate mean and covariances. The
parameterization, on the other hand, is relatively simple. Again, the main
knob to control the number of alarms is the level of the control limit of the
T 2 or T 2

H control chart. In the case of T 2
H , we need to decide on the number

of principal components (PCs) retained in the normal subspace. According
to our experience, however, the choice of this parameter does not have a big
influence on the detection results.
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Justification of complex methods

As a second criterion, we postulated that the application of complex meth-
ods should be justified by significant improvements regarding the detection
results compared to simpler methods. Exponential smoothing and Shewhart
control chart are the least complex univariate statistical methods considered.
More sophisticated methods, such as residual generation using Holt-Winters
forecasting, did not lead to improvements but required the configuration of
additional parameters.

Less clear is the decision between single-metric and multi-metric anomaly
detection. Certain types of relevant anomalies, such as network scans, can be
very reliably detected with single-metric methods at a low level of irrelevant
alarms. On the other hand, the T 2 and T 2

H statistics enable the detection
of a wide spectrum of relevant anomalies with a single control chart. Thus,
the user has to decide whether the advantages of the T 2 and T 2

H control
charts justify the additional complexity as well as the necessary provision of
appropriate training data.

Relevance of the detected anomalies

In the case of single-metric anomaly detection, the relevance of the detected
anomalies depends on the considered traffic metric and the analyzed part of
traffic. Regarding the overall traffic, for example, most relevant anomalies
were found in the number of distinct IP addresses or ports. On the other
hand, the analysis of ICMP and SMB traffic resulted in a large proportion
of relevant alarms in the other traffic metrics as well. The multi-metric T 2

and T 2
H control charts triggered mostly relevant alarms over a wide range of

control limits, regardless of the analyzed part of traffic.

Since some types of relevant anomalies can be easier detected by the
single-metric and others by the multi-metric approach, it can make sense
to simultaneously apply single-metric and multi-metric anomaly detection
to detect more relevant anomalies. In this case, the proportion of distinct
relevant alarms may increase or decrease, depending on the overlap between
the sets of relevant and irrelevant anomalies detected by both approaches.

Identification of anomaly causes

In general, identifying anomaly causes is beyond the scope of anomaly de-
tection, which is a major disadvantage compared to the misuse detection
approach which explicitly looks for known types of incidents. In the case
of single-metric anomaly detection, knowledge about the metrics in which
an anomaly has been found allows us to at least narrow the set of potential
causes down, as discussed in Section 8.5. For example, an anomalously large
number of distinct destination IP addresses is a sign of a potential network
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scan. Apart from such vague indicators, however, the considered anomaly
detection methods may not offer any further information.

In order to compensate this severe shortcoming, we presented various
algorithms for the automated identification of common causes of anomalies.
Each algorithm analyzes the original flow records collected in the time inter-
val of the detected anomaly and looks for characteristic traffic patterns of a
known type of incident. In this dissertation, we focused on the identification
of network scans, port scans, and password guessing, yet the approach can
be extended to other kinds of incidents as well.

Obviously, the usage of identification algorithms is limited to previously
known types of incidents which can be mapped to specific traffic patterns.
However, as most relevant anomalies go back to a small number of common
causes, most of the interesting alarms can be identified automatically.

11.3 Future Directions

Traffic anomaly detection has been a research topic for many years. Al-
though a lot of different methods have been developed and evaluated in
the academic world, traffic anomaly detection still plays a subordinate role
for the monitoring and management of operational networks. This discrep-
ancy suggests that most of the proposed solutions somehow do not meet the
actual requirements of network administrators.

In our opinion, there are several problems which inhibit the practical de-
ployment of traffic anomaly detection. First of all, many anomaly detection
methods are quite complex and difficult to parameterize. Secondly, many
anomaly detection methods tend to trigger a large number of alarms which
are of no interest for the network administrator. Such irrelevant anomalies
are often related to the unpredictable behavior of users and applications.
Thirdly, the network administrator is mainly interested in the causes of an
anomaly and not so much in its statistical effect on traffic properties. Hence,
the pure knowledge of anomalous traffic observed at a certain point in time
is quite worthless in practice.

In this dissertation, we addressed these three issues. We showed that
good detection results can be achieved with methods which are very easy to
deploy. We evaluated and compared the examined methods with respect to
the number and proportion of relevant anomalies detected in the analyzed
dataset. Finally, we developed three pattern-based identification algorithms
to examine if an anomaly can be associated to specific kinds of causes.
Starting from our experiences and results, we see two promising directions
of future research, as sketched in the following.

The first direction concerns the input data of traffic anomaly de-
tection. Our evaluation results show that the relevance of the detected
anomalies strongly depends on the considered traffic metrics and the ana-
lyzed parts of traffic. This confirms our initial assumption, mentioned in
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Section 1.2, that more emphasis should be placed on the choice of appropri-
ate input data instead of trying out ever new statistical methods.

One approach to find better input data is to look for appropriate traffic
metrics. For example, we showed that anomalies found in cardinality metrics
(i.e., the numbers of distinct IP addresses or ports) have a high probability
of being caused by relevant incidents. In the past, researchers calculated
entropy values of these flow keys instead of cardinalities [LCD05, TBSM09].
Hence, it would be interesting to compare the detection results of cardinality
metrics and entropy metrics in order to see if the more complex calculation
of entropy values is beneficial. Furthermore, it would be worth investigating
if better metrics can be derived from the measurement data, for example by
using ratios of different cardinality values.

Another approach, which we expect to improve the detection results
even more, is to apply anomaly detection methods to specific parts of traffic
which are barely affected by irrelevant anomalies. For this purpose, it is very
helpful to have a rough notation about possible relevant incidents and how
they affect the analyzed measurement data. Based on such considerations,
we separated the ICMP and SMB traffic of our dataset and showed that the
large majority of anomalies found in these parts of traffic are relevant. Very
probably, there exist other protocols and applications for which a separate
analysis of the corresponding traffic would be promising. Alternatively, it
can make sense to analyze the overall traffic from which the traffic of specific
applications has been removed. This can be useful if a legitimate application
causes a lot of irrelevant alarms, such as web (HTTP) or DNS. In either case,
the selected or removed parts of traffic need to be identifiable by packet
header fields or flow keys, such as the transport protocol and port numbers,
to enable an easy filtering of the packets or flows.

The second direction of future research concerns the automated pattern-
based identification of incidents. We have presented identification al-
gorithms for network scans, port scans, and password guessing. Additional
algorithms can be developed for other incidents as well. For example, it
should be possible to identity hosts trying to emit a lot of spam e-mails, es-
pecially if many of these e-mails are rejected by mail servers, which results
in many short connections.

The usage of a flow database simplifies the realization of identification
algorithms because complex queries can be easily expressed in a high-level
query language, such as SQL. On the other hand, the deployment of general
purpose database systems likely requires more computational and mem-
ory resources than specialized programs using file-based flow repositories.
Therefore, we need to evaluate the performance of flow databases with re-
spect to the processing time of the queries as well as the maximum rate at
which new records can be written into the database. The insertion speed is
important because flow records have to be written into the database as fast
as they arrive at the collector. Otherwise, we cannot use the flow database
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for real-time traffic analysis. In fact, the dataset analyzed in this disserta-
tion does not cause any performance problems. In other networks, however,
the number of flows can be much higher.

If the causes of most relevant anomalies can be identified by specific traf-
fic patterns, the question arises whether these patterns enable the detection
of such incidents without using any anomaly detection method. To do so,
the collected flow records need to be continuously searched for known pat-
terns in real-time. If this was possible, we could build a purely pattern-based
detection system for known types of incidents. Obviously, unknown types of
incidents would remain unnoticed because such a system follows the misuse
detection approach. However, as the utility of anomaly detection for the
network administrator is limited anyway, the pattern-based analysis of flow
data may turn out to be the better solution for practical deployment.
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